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Abstract

In the past few decades, wireless communications have been growing rapidly and

the growth rate is accelerating at a very fast pace. In order to meet this growing

demand, researchers are struggling to solve two fundamental problems: (1) providing

the spectrum resources needed to support clusters of dense users with very high data

rate and (2) supplying the required spectrum at reasonable power requirement level.

This thesis first outlines the extent of this capacity-power problem now and in the

near future and discusses possible approaches to meet these difficult challenges. We

start by introducing a new metric, called Total Energy Per Bit (TEPB), to be used as

a measure for greening of the network. Then, a proposed vision of replacing Macro-

eNBs with a large number of Pico-eNBs to bring the network closer to the users is

provided. This naturally leads to casting the problem as an optimization problem with

an objective function of minimizing the overall power consumption while supporting

user demand with acceptable quality of service. Based on the optimization problem,

we propose two algorithms based on the concept of self organizing network (SON) to

switch on/off base stations. Simulation results show that both proposed switch on/off

algorithms can improve the power requirement of the network while maintaining the

required UE throughput by reducing the TEPB significantly.
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Chapter 1

Introduction

In this chapter, we present the problem statement that motivated the development

of this research. Then, we list the research contributions and the significance of each

one. Also, we provide list of publications produced from this thesis. Finally, we

explain the thesis organization.

1.1 Problem Statement

In the last few years, Long Term Evolution (LTE) networks have been growing rapidly.

The number of users and data traffic in LTE networks have increased dramatically.

Network operators are constantly trying to satisfy user requirements while reduc-

ing capital expenditures/operational expenditures (CAPEX/OPEX). Therefore, the

trend is moving towards green networks, networks that are environmentally sustain-

able and use energy efficiently. The main source of energy consumption in mobile

networks is from the base stations. Therefore, to achieve green cellular networks it is

crucial to improve the energy efficiency of the evolved NodeBs (eNBs).

In current LTE networks, each eNB transmits data to user equipment (UE) con-

nected to it. The cell size is defined by the area in which the UE can receive data from

the eNB connected to it. At the network planning stage, network operators usually

1
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fix cell sizes and capacities based on estimated peak traffic load, although traffic load

in LTE networks can have spatial and temporal fluctuations during the day due to

UE movement and different mobile applications. For example, the traffic load during

daytime in a downtown area is relatively heavy compared to a residential area, while

the opposite maybe true in the evening. If LTE network capacity is planned based

on peak traffic load, there are always light and heavy traffic areas in the network.

Because of that, any static network planning will not be optimal as traffic fluctuates.

Traffic fluctuation in LTE networks can have a more severe impact with the in-

creasing number of eNBs, since there is a great amount of underutilization in dense

eNB networks during off-peak hours. Therefore, that makes network planning and

eNB deployment even harder. When the traffic increases higher than the planned

capacity in some parts of the network, some UE will experience a decrease in quality

of service (QoS). Meanwhile, other parts of the network might have a lighter traffic,

which opens the door for load balancing techniques [5].

Operational efficiency being crucial for mobile networks, operators are in need of

advanced technologies to reduce the OPEX of LTE networks. The self-organizing

network (SON) concept was introduced by the 3rd Generation Partnership Project

(3GPP). Figure 1.1 shows a comparison between network operation with the con-

ventional mechanism (which relies on human intervention or service tools) and SON

functions. The use of SON enables easier deployment of new eNBs and reduces human

intervention. Network optimization is one of the key features of SON. In second and

third generations (2G/3G) mobile networks, a collection of standardized procedures

has been defined for wireless network planning and optimization. For mobile net-

works, network optimization involves, among other things: base station maintenance,

signaling, adjustment, data collection, and functions to improve coverage and reduce

interference.



3

Configuration Human/tools

Human/tools

Human/tools

Optimization

Healing

eNB power on

Configuration

SON

coordinatorOptimization

Healing

eNB power on

Pre-operational
state

Operational
state

(a) (b)

Figure 1.1: Network operation a) without; b) with SON functions.

Future mobile communication systems will be composed of a flexible service en-

vironment comprised of network operators, service providers, software developers,

customers, etc. Business models in LTE networks will be cross-linked abundantly

and provide a wider range of market. The transmission bandwidth and QoS of mo-

bile networks have been greatly improved with the introduction of LTE networks.

New wireless applications and services have been developed as a result, causing an

increase in data rate requirements. Also, future mobile networks are required to be

cost effective and easy to deploy. The requirements of future LTE networks will be

higher than the early stage of their deployment because of the continuous increase

in customers’ expectations regarding coverage and QoS. To reduce CAPEX/OPEX,

more efficient algorithms have to be implemented in future LTE networks [6].

The current LTE network infrastructure utilizes large cells (Macro-eNBs). At

2.6 GHz carrier frequency, the range of each cell can be large (i.e. a few kilometers).

Unfortunately, in order for LTE networks to provide the promised high data rate

(1 Gbps), the coverage area must be smaller.

To understand this, suppose we transmit audio and high definition (HD) video
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signals with the same transmitter. If we assume that audio was sent at a rate of

10 kbps while the video was sent at rate of 400 kbps, and furthermore, assume that

both signals encounter the same bit error and are received with acceptable quality.

Which means that both signals reach the receiver with the same signal-to-noise ratio

Eb/N0 (energy per bit divided by the noise density). Considering the noise density

(N0) is the same, the energy per bit (Eb) for both signals should be the same. For

a time period of T seconds, the received audio energy is Ea = 1000 × Eb × T , while

the received video energy is Ev = 400, 000 × Eb × T . The energy can be converted

into power by dividing by T . Therefore, the required received power ratio of the

two signals is Pv/Pa = 400. As such, we must either transmit the video signal at

higher power or reduce the cell range for the video compared with the audio signal.

In the previous example, the path-loss for the video signal should be about 26.02 dB

(10 log10400) less than the path-loss of the audio signal.

That path-loss difference can be converted into a possible change in the transmis-

sion distance for the same transmitted power, although increasing the transmit power

is not always possible or practical. Figure 1.2 shows the effect of different traffic types

on wireless coverage. The higher the bit-rate, the smaller the cell range, which means,

the cell tower placements that were used for audio signal coverage are no longer suit-

able for video signals or data intensive applications. This is an approximation of the

complex process of dimensioning cellular networks and scheduling traffic types.

In order for LTE networks to meet the growing demand, two fundamental problems

need to be solved:

1. Providing the spectrum resources needed to support clusters of dense

users with very high data rate:

As explained in the previous example, in the near future, all network operators

will have to reduce cell ranges to achieve the required high data rate. This
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Figure 1.2: Effects of traffic types on wireless coverage

means that more eNBs will have to be deployed and that sophisticated tools

will have to be developed and used to deal with the management of all these

new network elements.

2. Supplying the required spectrum at reasonable power consumption

level:

The increase in number of eNBs contributes to a major portion of power con-

sumption of LTE networks, which also results in an increase in the impact of

carbon emissions on the environment. Network operators are always searching

for ways to reduce power consumption of wireless access networks to provide a

greener network. When an eNB is running, the power consumption of signal

processors, amplifiers and air conditioner takes up to 60% of the total power

consumption [2]. Therefore, changing transmit power or switching off part of

the eNB may have a marginal effect on power consumption. To save energy,
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eNB switching on/off algorithms need to be implemented to provide UE with

the desired QoS while reducing the power consumption of the network. There-

fore, strategies where eNBs can be autonomously switched on/off should also

be part of the future vision.

1.2 Research Contributions

The main contribution of the current research is to develop a novel approach that will

enable LTE networks to provide users with very high data rates where it is needed

with minimum power consumption. More specifically, the contributions of this thesis

are summarized as follows:

Contribution 1: We introduce a new metric, called total energy per bit (TEPB),

to measure the greening of the network.

Significance: With network operators’ effort to provide a higher data rate

to UE, the number of eNBs in the network is increasing. Network operators

can observe a network area with a large number of cells that share the same

bandwidth over a long period of time and measure how much power is used in

order to deliver a certain number of bits to the users. Therefore, just looking

at the data rate or power consumption alone does not provide a clear picture of

the performance of the network. The proposed metric (TEPB) can be used to

evaluate/compare different algorithms and measure the greening of any network.

Contribution 2: We propose a new vision where all Macro-eNBs are replaced with

a large number of Pico-eNBs that cover the same area as the Macro-eNBs.

Significance: In order for Macro-eNBs to deliver high data rates to every

spot that it covers, higher transmission power is needed, which is not practical.

Another way to accomplish the same is to reduce the distance between the UE
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and the eNB. This can be achieved by cell splitting large cells, which can be

done by replacing current Macro-eNBs with a large number of Pico-eNBs.

Contribution 3: We design two centralized switch on/off algorithms that determine

which Pico-eNBs should be switched on/off in order to minimize the TEPB while

guaranteeing quality of service.

Significance: An LTE network can be controlled with a switch on/off algo-

rithm to decide which Pico-eNB to switch on/off by considering some QoS key

factors for Pico-eNBs in LTE networks. These factors, within a certain Pico-

eNB, include the total data rate delivered to UE, the number of dropped UE,

the power consumption and the received interference signal from nearby Pico-

eNBs. It is known that switching eNBs to find the optimal network setup is a

difficult combinatorial problem. Since this problem is NP-hard [7] [8], this the-

sis proposes two implementable heuristic switch on/off algorithms that consider

the main characteristics of LTE networks.

The proposed switch on/off algorithms can help network operators change net-

work configuration by allocating power and coverage to match UE traffic de-

mand at a given time during the day and from day to day. Adding a large

number of Pico-eNBs increases the power consumption and the management

complexity of the network. To that end, the proposed switch on/off algorithms

helps by minimizing the number of Pico-eNBs on while maintaining the required

QoS. It turns out that once the algorithms are executed, the number of switched

on Pico-eNBs can track the network traffic very well. Multiple simulations were

constructed to test the performance of the proposed algorithms. A test was also

performed to determine to what extent the proposed vision can be applied.
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1.3 Publications

In this section, we list all the publications that were derived from the research work

that was carried on as part of this thesis.

• Rami Sabouni, Roshdy M. Hafez, and Marc St-Hilaire, “Adaptive Coverage for

Future LTE Networks”, under 2nd round of review in IEEE Transaction on

Wireless Communications, (submission: 16 September 2016, 1st review submis-

sion: 30 January 2017).

• Rami Sabouni, Roshdy M. Hafez, and Marc St-Hilaire, “A centralized algorithm

for adaptive coverage in next generation cellular networks”, 6th International

Conference on the Network of the Future (NOF 2015), Montreal, QC, Canada,

pages 1-6, September 2015.

• Rami Sabouni, Roshdy M. Hafez, and Marc St-Hilaire, “Adaptive coverage

for high data rate LTE networks”, International Conference on Computing,

Networking and Communications (ICNC 2014), Honolulu, Hawaii, USA, pages

303-307, February 2014.

1.4 Thesis Organization

The rest of this thesis is organized as follows.

Chapter 2 provides a background on related topics including LTE network archi-

tecture, heterogeneous networks (HetNets), LTE power consumption and LTE

SON, to make it is easier for the reader to understand the content of this thesis.

Chapter 3 gives an overview of the related work in the literature, which includes

different types of energy saving approaches for LTE networks and heterogeneous

networks in the literature.
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Chapter 4 presents the design approach and path-loss models that are used in this

thesis. Also, two switch on/off algorithms were also discussed in this chapter.

These two switch on/off algorithms were formulated as an optimization problem.

Chapter 5 presents the performance evaluation of the two switch on/off algorithms

proposed in Chapter 4. The algorithms are evaluated by changing different

parameters such as UE distribution, number of UE, and number of eNB in the

network.

Chapter 6 is dedicated to the research’s main conclusions and identifying the pos-

sible future work for this thesis.



Chapter 2

Background

In this chapter, we provide background information on related topics that are dis-

cussed in this thesis. First, we present an introduction to LTE networks including

the main components of its architecture and HetNets. Then, the power consumption

of different types of eNBs is reviewed followed by an introduction to the concept of

self organizing networks in LTE.

2.1 Introduction to LTE

The recent increase in demand for mobile data and development of new mobile ap-

plications, such as online gaming and mobile TV, have motivated the 3GPP to work

on LTE, which was introduced in 3GPP Release-8. With the emergence of internet

protocol (IP) data traffic, LTE is scheduled to provide support for IP-based traffic

with end-to-end QoS. Voice traffic will be supported as voice over IP (VoIP), enabling

better integration with other multimedia services.

3GPP specified that LTE consists of two core elements of the evolved universal

mobile telecommunications system (UMTS) system architecture: evolved universal

terrestrial radio access network (E-UTRAN) and evolved packet core (EPC) [9] [10].

LTE’s radio access , also called E-UTRAN, is expected to improve UE’s throughput,

10
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Figure 2.1: E-UTRAN network architecture

sector capacity and reduce latency, bringing substantially improved user experience

with full mobility [3]. The EPC network architecture supports E-UTRAN through

a reduction in the number of network elements, improved redundancy, and simpler

functionality.

3GPP specified the overall system requirements for LTE networks and they are

shown in Table 2.1 [1]. For example, for an LTE network with 20 MHz at 2 GHz

carrier frequency band, a maximum number of 100 RBs is available. Also, it can

provide 100 Mbps downlink and 50 Mbps uplink peak data rates, with a Macro-eNB

range that can go up to 30 km. 3GPP also sets high performance requirements for

LTE that rely on orthogonal frequency division multiplexing (OFDM), multiple-input

multiple-output (MIMO) systems and smart antennas. Another important feature of

the EPC is its compatibility with other fixed line and wireless access technologies

which gives service providers the ability to deliver a seamless mobility experience.
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Table 2.1: LTE requirements [1]

LTE Requirement Description

Bandwidth 1.4, 3, 5, 10, 15 and 20 MHz

No. RBs 6, 15, 25, 50, 75, 100

Carrier Frequency 700 MHz, 900 MHz, 1800 MHz and 2.6 GHz bands

Peak data rate
Downlink 100 Mbps

Uplink 50 Mbps at 20 MHz spectrum allocation

Coverage 1 km - 30 km

Mobility
Excellent call setup up for speeds up to 15 kmph

Slight degradations for speeds up to 120 kmph

Duplexing

Frequency division duplexing (FDD)

Time division duplexing (TDD)

Half-duplex FDD

Multiple access Downlink OFDMA, Uplink SC-FDMA

MIMO
Downlink 2x2, 2x4, 4x4

Uplink 1x2, 1x4

Modulation

Quadrature phase shift keying (QPSK)

16-Quadrature amplitude modulation (16-QAM)

64-QAM

Channel coding Turbo code

User plane latency 5 - 15 msec user plane latency

Compatibility with

existing systems

Works seamlessly with legacy 2G and 3G systems

CDMA and WiMAX networks

Also applies to all IP networks

Other techniques

Channel sensitive scheduling

Power control

Link adaptation

Hybrid automatic repeat request (HARQ)

Inter-cell interference coordination (ICIC)
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2.2 LTE Network Architecture

The coverage is provided by eNBs at the centre of each site, as shown in Figure 2.1.

Each eNB is equipped with three antennas that divide each site into three sectors.

The network operates with frequency re-use 1, and downlink transmissions are based

on OFDM.

As explained in the previous section, the LTE network is divided into two parts:

E-UTRAN and EPC, as shown in Figure 2.2. The E-UTRAN consists of UE and base

stations (BS). On the other hand, the EPC consists of the elements that are needed to

connect the BS to the IP core, such as mobility management entity (MME), serving

gateway (S-GW), packet data network gateway (P-GW), and element management

system/network management system (EMS/NMS). All these elements are explained

in more details in the following subsections.

2.2.1 Evolved Node B (eNB)

An evolved Node B (eNB) is the base station in the E-UTRAN architecture that is

responsible for communication with UE, like a BS in global system for mobile (GSM)

networks. The eNB is connected to the EPC nodes by the S1 and S1-U interfaces

and can also connect to its neighbor eNBs through the X2 interface. The S1 interface

connects eNBs with MMEs and the S1-U interface connects eNBs with S-GWs. Below

is a description of some of the functionality of eNBs:

• Cell control: eNB controls the radio resources of its own cells.

• Mobility control: eNB is responsible for controlling the mobility of active UE,

which is done by ordering these UE to perform measurements and handover to

neighboring eNBs when necessary.

• Shared channel handling: eNB owns the cell resources and handles the
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Figure 2.2: LTE architecture

shared and random access channels used for initial access and signaling.

• Scheduling: eNBs are installed with a scheduler with support for the QoS

model which provides efficient scheduling of UE’s data.

• Multiplexing and mapping: eNB performs mapping of logical channels onto

transport channels.

• Physical layer functionality: eNB handles scrambling, beam forming, and

OFDM modulation. The eNB also handles link adaptation and power control.
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• Measurements and reporting: eNB configures and makes measurements on

the radio environment and eNB’s internal variables and conditions that can be

used for radio resource management (RRM).

• Segmentation/Concatenation: The radio link control (RLC) in the eNB

supports segmentation and concatenation to adjust the payload to the transport

block size.

• HARQ: A medium access control (MAC) layer with fast HARQ can provide a

quick correction for most errors from the radio channel in order to achieve low

delay and efficient use of radio resources for applications such as VoIP.

2.2.2 Mobility Management Entity (MME)

The MME is the main control node for the LTE access network. It is responsible

for UE tracking and initiating paging and authentication of UE. MME retains loca-

tion information for each UE and then selects the appropriate gateway. MME also

allocates and generates temporary identities to UE.

MME connects to eNBs through the S1 interface and connects to S-GW through

the S11 interface, as shown in Figure 2.2. Multiple MMEs can be grouped together

in a pool to accommodate increased signaling load in the network. The MME is also

important in handover signaling between LTE and 2G/3G networks. The MME node

is defined in the EPC architecture and it contains core network control functionality.

The same MME controls a UE as long as it moves within the MME’s pool area. The

MME handles the functions listed below:

• UE attach/detach handling: Allow UE to register or de-register from the

network.
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• Security - authentication, authorization and accounting (AAA): Per-

form ciphering and integrity protection of non-access stratum (NAS) signaling.

• EPC bearer handling: Manage the setting up, modification and tearing down

of EPC bearers. An EPS bearer is a virtual connection that identifies traffic

flow between UE and P-GW.

• Mobility anchor IP point of presence: Act as a mobility anchor which

hides UE’s mobility from the fixed network.

• Mobility management of idle mode UE: Idle mode UE is tracked by the

condition of the tracking area (TA).

2.2.3 Serving Gateway (S-GW)

Every UE connected to the LTE network is connected to a single S-GW through

the S1-U interface. The S-GW is responsible for UE handovers between neighboring

eNBs, also data transfer of all packets throughout the user plane. Furthermore, it

is responsible of connecting to other networks such as 2G/3G. S-GW is monitoring

and tracking every UE during its idle state and generates paging requests when a

downlink data arrives for UE, e.g. receiving a call.

2.2.4 Packet Data Network Gateway (P-GW)

The P-GW acts as a mobility connection between 3GPP and non-3GPP technologies.

P-GW connects UE to external packet data network (PDN) by tunneling all traffic

for the UE. The P-GW allocates the UE’s IP address, which is used to communicate

with other IP hosts in external networks.
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2.2.5 Element Management System/Network Management

System (EMS/NMS)

The EMS provides connectivity for network elements while offering configuration and

monitoring tools. The EMS maintains a list of available devices and their state, while

maintaining UE security credential. On the other hand, the NMS is concerned with

the network as a whole. The NMS provides access to all the functionality of an EMS,

while providing a more complete view of how network elements work together. Also,

the NMS simplifies the task of adding new elements to the network by reconfiguring

neighboring elements.

2.3 LTE HetNets

In 3GPP release 12 [11], a new LTE network architecture, called HetNet, was intro-

duced. In [12], the authors present a comprehensive overview of HetNets. This new

architecture adds three new types of LTE eNBs: Micro, Pico and Femto-eNBs. In

total, there are four different sizes of LTE base stations, as shown in Figure 2.3. They

are as follows [13] [14]:

• Macro-eNB: cell in a mobile phone network that provides radio coverage served

by a high power eNB (inter-site distance 1 - 30 km), covering a large area such

as a city’s downtown.

• Micro-eNB: cell in a mobile phone network served by a low power eNB (inter-site

distance ≤250 m), covering a small area such as a mall, or an airport.

• Pico-eNB: small cellular base station typically covering a limited area (inter-site

distance ≤100 m), such as indoors (offices, shopping malls, train stations, stock

exchanges, etc.).
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Figure 2.3: Heterogeneous networks consist of Macro, Micro, Pico, and Femto eNBs

• Femto-eNB: low-power wireless access point that operate in licensed spectrum

and connected to mobile operators network using residential DSL or cable broad-

band connections. A Femto-eNB can usually support a maximum of 5 users in

its range (inter-site distance ≤20 m).

2.4 LTE Power Consumption

Electrical energy is used to describe the energy absorbed or delivered by an electrical

circuit. The most common unit for electrical energy is Watt-hour (Joules). One

Watt-hour of energy is equal to one Watt of electrical power maintained for one hour.

While energy represents the quantity of work done, it doesnt measure how fast you can

get that work done. On the other hand, power is the rate of producing or consuming

energy. Which means that power is energy per unit of time and is measured in Watts.

Although technically the power is not consumed, the term power consumption can

be used to measure the rate of energy consumed in one hour which is equal to the
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power (Watts).

Wireless access networks are amongst the top energy consumers and a large con-

tributor to the CO2 emissions of information and communications technology (ICT).

Base stations consume the biggest part of the energy consumption, generating a large

electricity bill to network providers [15]. As a result, the energy consumption of base

stations is going to become an important issue in the coming years.

In [2], the power consumption of a Macro-eNB was calculated and found to be

over 1800W. As shown in Table 2.2, over one third of that power consumption comes

from air conditioning. Therefore, several solutions were proposed to reduce power

consumption , such as improving eNB’s hardware design, using renewable energy

resources, and reducing the number of active eNBs [16]. Switching off unnecessary

devices and wireless resources has become the most popular method to reduce power

consumption in cellular networks. The power consumption grows proportionally with

the number of cells.

Since power consumption is not proportional to an eNB’s load level, an idle eNB

will still consume a significant amount of power. Consequently, switching off one or

more antennas will not have a big effect on power consumption . This is mainly

because power amplifiers and air conditioning are the main components of power

consumption . Therefore, algorithms should be developed to switch off an entire eNB

rather than just one or two antennas [17].

Figure 2.4 shows a simplified diagram of a complete eNB, which can be generalized

to all types of eNBs. An eNB generally comprises multiple transceivers with multiple

antennas. The percentage of power consumption by different Pico-eNB transceiver

components is shown in Figure 2.5. A transceiver is made of antenna interface, power

amplifier, radio frequency, baseband unit (digital signal processor), main supply, cool-

ing system and power supply.

The power consumption for each part of the eNB is a constant value, except for
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Table 2.2: Power consumption of different parts of Macro-eNB [2]

Equipment Power consumption

Digital signal processing 100 W

Transceiver 100 W

Signal generator 384 W

AC-DC converter 100 W

Air conditioning 690 W

Microwave link 80 W

Power Amplifier SISO (1x1)

350 W

6.3%

43 dBm

Power Amplifier MIMO

10.4 W

11.54%

30 dBm

eNB Power Model

Main Supply

AIDC-DC

BB RF PA

Figure 2.4: Simplified block diagram of an eNB.

the power amplifier Pamp, whose power consumption depends on the transmit power

of the antenna Ptx and can be calculated with Equation 2.1. In this equation, ηamp is

the efficiency of the power amplifier, which is the ratio between the output and the
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Figure 2.5: Pico-eNB power consumption breakdown for different components [4]

input power of the amplifier.

Pamp =
Ptx
ηamp

(2.1)

The required electrical power (Pel) for the entire eNB can be calculated with

Equation 2.2, where nsect and ntx are the number of sectors in a cell and the number of

transmitting antennas per sector respectively. The PBB, PRF , PMS, PPS are required

power for the baseband, radio frequency, main supply and power supply components

of the eNB respectively. The PAC is the required power for the air conditioner that

is available in Macro-eNBs only.

Pel = nsect · (ntx · Pamp + PBB + PRF + PMS + PPS) + PAC (2.2)

The power consumption of all three types of eNBs discussed earlier is shown in

Table 2.3. Because Macro-eNBs consume 1800 W compared to 35 W for Pico-eNBs,

in this thesis, we propose to replace each Macro-eNB with a high number of Pico-

eNBs to cover the same area. Moreover, by turning some of these off when they are

not needed, the gain can be even more significant.
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Table 2.3: Power consumption of different types of eNBs [2]

Type of eNB
Power

Consumption
(W)

Number of
Active UE

Required Power
per UE (W)

Macro 1800 2000 0.9

Micro 130 512 0.25

Pico 35 192 0.18

2.5 Introduction to SON

Currently, network operators monitor network quality, including fault, configuration,

accounting, performance, security (FCAPS), which requires high human workload to

achieve the desired QoS [18].

The implementation of LTE means additional operation challenges and network

integration. LTE runs in parallel with existing mobile networks. The complexity of

the network increases with the large number of base stations and the different types of

eNBs that are used. Network optimization involves base station maintenance, testing,

signaling, and data collection to improve coverage and reduce interference [6]. In order

to reduce operational cost and effort, the concept of self organizing networks (SON) is

being introduced in LTE. SON allows automatic and dynamic adaptation to varying

situations of the network without human intervention [19].

2.5.1 SON Functions

The concept of SON is built around three different functions as described below.
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2.5.1.1 Self-Configuration

Self-configuration deals with all tasks necessary at the pre-operational phase of

network deployment, such as planning and initial configuration. The aim of self-

configuration is to accelerate the integration of new base stations into a network [20].

The self-configuration process consists of the following steps [19]:

1. The eNB is delivered with initial basic software to allow the basic deployment

process and software for the basic connectivity.

2. An IP address is allocated to the eNB by the dynamic host configuration pro-

tocol (DHCP) server and a connection to the transport network is established.

3. A secure IP connection is established between the eNB and authentication cen-

tre.

4. Configuration data and software are downloaded from the operation and main-

tenance (O&M) subsystem.

5. The eNB establishes S1 connection to the core network.

6. The eNB establishes X2 connections to neighbor eNBs.

2.5.1.2 Self-Optimization

Self-optimization is used to improve network quality by optimizing network parame-

ters on the fly. Optimization is important to ensure that once an eNB has been

installed, it operates efficiently. Self-optimization techniques can analyze the perfor-

mance of the network and change its operation so that it provides the best QoS. The

main tasks involve handovers and balancing loads between neighboring sites [21].
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2.5.1.3 Self-Healing

Today’s cellular networks are extremely complicated and failures occur from time

to time. Another important function of SON is to enable the network to self-heal.

The self-healing function enables failure detection using cell degradation function and

masks its effect to users while repairs are undergone on the cellular network. It can

do this by changing the boundaries of adjacent cells to accommodate the outage using

cell outage compensation (COC) function [22].

2.5.2 SON Architecture

Three different SON architectures are briefly described below along with their main

advantages and disadvantages [19].

2.5.2.1 Centralized SON

NMS/EMS

eNB eNB

UE

X2

Measurments,
KPIs

Commands,
Parameter settings

Reports

Figure 2.6: Centralized SON architecture

In a centralized SON architecture, the algorithms are executed in the EMS/NMS.
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Commands, requests and parameter settings data flow from the EMS/NMS to the

eNBs while measurement data and reports flow in the opposite direction, as shown

in Figure 2.6.

A main advantage of the centralized approach is that the SON algorithms can

take information from all eNBs into consideration. This means that it is possible

to optimize parameters of all centralized SON functions to globally optimize the

network. Also, SON functions can be coordinated easily because the control of all

SON functions is done centrally. Another advantage is that third party SON solutions

are possible, since functionality can be added at the EMS/NMS and not in each

individual eNB.

The main disadvantages of the centralized SON architecture are:

• Longer response time, which can limit how fast the network can adapt to changes

and can cause network instabilities.

• Increased backhaul traffic, because measurement data has to be sent from the

eNBs to the EMS/NMS and instructions must be sent in the opposite direction.

As more cells are added to the network, the traffic becomes very significant.

• It represents a single point of failure.

2.5.2.2 Distributed SON

In a distributed SON architecture, the SON algorithms are run in the eNBs and

the eNBs exchange SON related information directly with each other, as shown in

Figure 2.7. This architecture allows to push its functionality to the far edges of the

network even when the number of eNBs increases. With this approach, each eNB is

equipped with smart and intelligent SON algorithms which can reduce complexity,

load and footprint issues with EMS/NMS.

The main disadvantages of this architecture are:
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Figure 2.7: Distributed SON architecture

• The sum of all the optimizations done in eNBs do not necessarily result in

optimum operation for the whole network.

• The implementation of the SON algorithms in eNBs are vendor specific, so third

party solutions are difficult to integrate.

Even if the algorithms themselves are executed in eNBs, the EMS/NMS is usually

able to control the behavior of the SON function.

2.5.2.3 Hybrid SON

The hybrid architecture is a mix between distributed and centralized architecture. In

Hybrid SON, algorithms are executed at two or more of the following levels: eNBs

or EMS/NMS. Unfortunately, the disadvantages of both centralized and distributed

SON are also inherited.
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Literature Review

In this chapter, we summarize the related work published in the literature. We first

review three types of energy saving approaches for LTE networks: dynamic, static,

and hybrid switch on/off algorithms. Then, we discuss eNB switch on/off algorithms

related to different types of heterogeneous networks. Finally, we summarize the litera-

ture review and provide the significance of this thesis over the mentioned papers.

3.1 Introduction

Wireless service providers are pursuing many options to address the growing demand

for mobile broadband services. The need for higher bandwidths has increased because

of the popularity of smart-phones and their applications that require high data rates.

In order to accommodate that rise in demand, more eNBs have to be installed which

results in an increase of the network’s complexity, and thus making the SON feature

in LTE even more attractive [23]. Also, the rapidly growing number of eNBs has

contributed to the increase of power consumption of cellular networks. As operators

install more eNBs to fulfill the need for higher capacity, the power consumption of

cellular networks increases. Increasing the number of eNBs in the network can be

seen as bringing the network closer to the users [16] [17]. On the other hand, several

27
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eNBs become underutilized outside peak traffic time and consume almost full power

as explained in the previous chapter.

The implementation of LTE means additional operation challenges and network

integration. The complexity of the network increases because of the large number

of HetNets and base stations. Currently, network operators monitor network perfor-

mance, including FCAPS, all of which require a high human workload to achieve the

desired QoS [18]. Network optimization involves base station maintenance, testing,

signaling, and data collection to improve coverage and reduce interference [6]. In

order to reduce operational cost, effort and human errors, SON is being introduced

in LTE. SON allows for automatic and dynamic adaptation to varying situations of

the network without human intervention [19].

3.2 Energy Saving Approach for LTE networks

The excessive energy consumption of a large number of eNBs in the network conflicts

with the energy efficiency requirements of LTE networks [16]. Therefore, eNB switch

on/off was proposed in [24] to save energy by switching off or changing to sleep mode

underutilized eNBs and handoff their users to neighboring eNBs while maintaining

an acceptable QoS.

Implementing switch on/off algorithms is a complicated problem, in particular

since switching off the wrong eNB at the wrong time may worsen the overall system

performance. Strategically switching on/off eNBs based on UE traffic is an important

way to reduce energy consumption in LTE networks. There are two main approaches

for switching on/off eNBs: dynamic and static. Dynamic switch on/off approaches are

based on immediate UE demand and network state, which makes them more compli-

cated and difficult to model. On the other hand, static switch on/off approaches are

based on a set of different combinations that are stored in look-up tables. As a result,
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static switch on/off approaches are more tractable and realistic for energy saving.

The static switch on/off algorithms become more complex as the number of eNBs in

the network increases, because they can not examine all possible combinations.

3.2.1 Dynamic Energy Saving Approach

The dynamic switch on/off algorithm is executed in real time to determine which

eNBs to switch on/off, which requires a global knowledge of the network state in-

cluding the channel state between UE and eNB, and the load level of all eNBs in

the network. Because of the vast size of this information, it is difficult to be ex-

changed by the network in a timely manner. Furthermore, for larger sized networks,

the optimization’s computational time will be constraining [25].

Several dynamic switch on/off algorithms were proposed in [26] [24] and [27], which

rely on heuristic methods. Heuristics are a reasonable method for such complicated

scenarios because they provide good solutions in a timely manner.

Researchers in [28] considered tackling the switch on/off approach using a utility-

based algorithm. In that research, they tested two network setups with 4 and 9

Macro-eNBs, and 10 or 20 UE. They also assumed that each UE requires a fixed data

rate of 500 kbps regardless of the network quality, which means that as the number

of UE connected to an eNB increases, the power consumption also increases to be

able to provide the required data rate.

In [27], centralized and decentralized switch on/off algorithms for Micro-eNB

homogeneous networks (HoNets) were suggested. They proposed centralized and

decentralized energy saving approaches. In the centralized algorithm, each BS’s traf-

fic load is examined to determine if the BS will be switched on/off. On the other

hand, in the decentralized algorithm the BS’s traffic load is estimated locally and the

algorithm decides if it is switched on/off. Furthermore, they used two energy modes

for each Micro-eNB: active and sleep/standby. For the latter mode, it was assumed
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that Micro-eNBs consume negligible energy, which is not the case as explained in

Section 2.4. Also, they did not take into account the interference caused by sur-

rounding eNBs in calculating the spectral efficiency of the network which made the

result unrealistic.

A dynamic distributed switch on/off algorithm for HoNets was proposed in [29].

They introduced network-impact factor for each Macro-eNB, which is how much

additional load switching off a Macro-eNB will bring to the neighboring eNBs. They

also explained in details the process of switching on/off an eNB after the algorithm

decision is made. Although the algorithm is considered a dynamic algorithm, the

authors did not take into consideration the time needed for the eNB to switch from

off to on mode. The latter is an important factor as by the time the eNB is switched

on, the UE information has changed and the algorithm’s decision might be invalid at

this point.

A distance aware dynamic switch on/off algorithm was proposed in [30]. Each

eNB calculates the distance to its associated UE and to the UE associated to its

neighboring eNBs. Then, all eNBs are sorted according to the total average distance

calculated in the previous step. The algorithm then switches off the eNB with the

maximum average distance, because greater distances lead to higher transmission

power (higher power consumption).

In [31], a traffic-and-interference aware switching strategy for BS and relay sta-

tion (BS-RS) switching patterns was presented. In a BS-RS switching model, a BS

changes into an RS during off-peak traffic instead of switching off. The study in [32]

devises a sleep mode mechanism in Macro-eNB HoNets that maximizes the energy

savings of the network while maintaining both the user reliability and the throughput

performance of the network.

Researchers in [33] investigated the transition time for switching off one predeter-

mined BS and handing over UE to a new BS. They found that the average transition
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duration was of the order of 1 minute at most. In that study, they did not define an

algorithm to decide which BS to switch on/off.

A simple greedy-drop algorithm was introduced in [24], where BSs are switched off

starting with the least loaded one. The algorithm terminates when it finds the first BS

that cannot be switched off because not all its users can be handed over to neighboring

BSs. The same researchers also proposed a greedy-add algorithm to switch on as few

BSs as possible. BSs were switched on based on traffic demand and the algorithm

terminates when all users are connected to a BS. In that research, Micro-eNBs were

used with two energy mode (active and sleep mode). The results show that the

proposed algorithm can support the trade-off between outage probability and energy

consumption. The drawbacks of the proposed algorithms are:

• When a Micro-eNB is in sleep mode, it consumes 10 W which can add up when

the number of eNBs increases.

• Constant data rate was required for each UE (122 kbps), which does not portray

a realistic test scenario.

Authors in [34] presented a novel optimization model that can be used for energy-

saving at the UMTS cellular access network level. They also explored the influence

of BSs switching on/off on the reduction of network energy consumption in the time

domain. They assumed a fixed data rate for their UE. They also neglected that the

network adapts to the data rate of each UE based on the channel quality.

A dynamic BS sleeping algorithm based on blocking probabilities was proposed

in [35]. The BSs switch between active and sleeping modes according to the traffic

load variations with respect to the blocking probability constraint.
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3.2.2 Static Energy Saving Approaches

Interference modeling is an important and challenging issue in switch on/off algo-

rithms, because it is hard to know the set of active eNBs beforehand. Usually, UE

are connected to the eNB that provides the best downlink signal-to-interference-plus-

noise ratio (SINR). Nonetheless, when an eNB is switched off, UE connected to it

need to be handed over to another neighboring eNB. Lacking a proper interference

characterization, these UE might experience a large amount of interference because

the set of active eNBs that contributes to the interference is known only at the final

stage. Therefore, the anticipated network performance is inaccurate. Certainly, some

switch on/off algorithms assume zero interference, which means that there is perfect

inter-cell interference coordination (ICIC) [24]. However, this assumption is too op-

timistic and can produce an impossible upper bound on the number of switched off

eNBs. On the other hand, some algorithms assume that all eNBs contribute to the

interference as if they were active at all times [26], which can result in a poor lower

bound on the number of switched off eNBs.

One way to reduce the effect of the interference problem is to predetermine the

set of eNBs that actually generate the interference in the network. In static switch

on/off algorithms, different combinations of active eNBs are predetermined offline for

different traffic densities, following which network operators choose which combina-

tion accommodates the current traffic density. Static switch on/off algorithms are

usually appropriate for long time scale, such as hours, and generally are based on

historical traffic distribution [36] [37].

Static switch on/off algorithms are different from dynamic switch on/off algo-

rithms because the network configuration remains the same for a long period of time.

Accordingly, an appropriate interference modeling can be achieved by considering only

the predetermined combination of active eNBs. Furthermore, static switch on/off
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algorithms can be viewed as a cell planning problem with a constrained combina-

tion of eNB locations. In cell planning, the eNB placement is based on larger set of

possible locations while in static switch on/off algorithms, the possible locations are

restricted to actual deployed eNBs.

In [38], a multi-objective framework that takes into account the traffic behavior

in Micro-eNB network switch on/off decision making was proposed. In that research,

all UE require a fixed data rate of 250 kbps and they are stored and served based on

their spectral efficiency. This means that UE with lower spectral efficiency might not

be served if there is not enough bandwidth.

Researchers in [39] proposed flexible schedulers for both uplink and downlink that

allow coverage extension in Macro-eNB HoNets in urban and rural environments.

They also proposed several base station switching patterns (1 or 2 out of 3 Macro-

eNBs on and 3 out of 4 Macro-eNBs on) during low traffic periods (1 to 5 users per

km2 in rural areas and 4 to 68 users per km2 in urban areas). The study did not

address the problem of deciding when to change from one pattern to another, which

means that they cannot follow the change in UE locations.

A special case of static switch on/off algorithms is known as switch on/off patterns.

The set of active eNBs is predetermined offline and is selected relative to spatial

pattern and resembling known frequency reuse patterns [36] [8]. Using switch on/off

patterns minimizes the coverage holes caused by switching off eNBs. Moreover, switch

on/off patterns are more energy efficient in the uplink because there is always an

active eNB nearby [40]. In [40], researchers suggested a switch on/off algorithm that

considers the UE power consumption as a performance indicator in the decision of

finding which eNB to switch on/off in HoNets. Researchers in [8] investigated the

effect of different switch on/off patterns on the outage probability. The switch on/off

patterns used in that research does not incorporate the interference in calculating the

channel state information.
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Authors in [41] proposed a switch-off decision based on the average distance be-

tween eNBs and UE, rather than the eNB’s traffic load. The algorithm proposes to

switch off the eNB that has the maximum average distance. In their simulation, the

algorithm was evaluated for low traffic network with an average number of 10 UE

per eNB, and the results concentrated mainly on the energy reduction without taking

into account the degradation of the network data rate when they switch off eNBs.

In [42], the authors studied the effect of cell zooming in conjunction with switching

off eNBs on the energy efficiency of cellular networks. They proposed an evaluation

method using spatial patterns to determine which eNB to switch off, while the re-

maining active eNBs extend their coverage area by increasing their transmit power.

They also suggested increasing the power of all eNBs regardless if it was neighboring

a switched off eNB or not, which can lead to an increase in the ICI and in return a

decrease in the SINR of the network.

Throughput and energy consumption of coordinated and uncoordinated scheduled

sleep modes with orthogonal or partially orthogonal transmission periods were pro-

posed in [43]. The sleep periods were scheduled over the LTE radio frame and the

sleep period has the same fixed duration in each cell. For example, each sleep period

has a duration of 7 subframes and for each subframe, only one eNB can be active.

The main drawback of the proposed algorithm is that the sleep period duration is

very short (7 subframes = 7 msec). The amount of energy consumed by the sleeping

Macro-eNBs will be more evident with the increase in the number of Macro-eNBs in

the network, which in turn will increase the complexity of the switch on/off algorithm.

Researchers in [44] investigated different cell sorting criteria for Micro-eNB

HoNets. The simulation results showed that, by sorting eNBs based on the num-

ber of UE that can be served, more energy can be saved compared with sorting eNBs

based on their current load. In that simulation, they used a fixed data rate (500 kbps)
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and they assumed that the spectral efficiency was calculated based on the SNR be-

tween the UE and the Micro-eNB. That assumption makes the problem tractable,

but also, unrealistic.

Different approaches for switching off a specific number of BSs during low traffic

periods in UMTS cellular networks are presented in [45], [46] and [47]. The energy

reduction resulting from switching off a randomly chosen number of BSs is computed

by simulating UMTS cellular networks in [45]. The same authors presented in [46]

an improvement of their former work as they proposed a hierarchical and uniform

dynamic network planning for switching BSs on and off. Researchers in [47] used a

deterministic traffic variation pattern to optimize energy savings by assuming that

any fraction of cells can be switched off over time. In these studies, the switching off

pattern is fixed and the traffic is assumed to be uniformly distributed over the whole

network.

3.2.3 Hybrid Energy Saving Approaches

The hybrid switch on/off algorithms are a mix between dynamic and static switch

on/off algorithms, meaning that a dynamic switch on/off algorithm needs to be exe-

cuted on top of the static one. In hybrid algorithms, a group of active eNBs, which

are controlled by a static algorithm, are chosen to provide coverage and collect net-

work information, while the remaining eNBs are controlled with a dynamic switch

on/off algorithm to accommodate the fast change in user demand. Hybrid switch

on/off algorithms are especially useful when UE are non-uniformly distributed in the

network. Unfortunately, the disadvantages of both dynamic and static switch on/off

algorithms are also inherited.

In [37], researchers investigated the effect of dynamic, static and hybrid switch

on/off algorithms on the outage probability and the network power consumption in

Macro-Micro-eNB HetNets. The three switch on/off algorithms were tested for low
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traffic UE in the network, i.e. voice services with a rate of 12.2 kbps.

It is important to remark that in the previous works regarding energy saving

techniques, the decision to switch off a BS or transfer it into sleep mode was based on

either fixed traffic or on the power consumption of the network. However, because of

the increase in the expected data rate and greening of LTE networks, such algorithms

will not be sufficient to provide that.

3.3 Heterogeneous Network Deployment

The increase in demand for mobile data and development of new mobile applications

will continue to drive data traffic growth in an exponential fashion. This forces

network operators to review their network design and increase the capacity of their

networks. Researchers in [48] focused on providing an overview of Macro-Pico-eNB

HetNet network design. They also provided a theoretical analysis and a simulated

performance analysis of a Macro-Pico-eNB HetNet, which was evaluated according to

the total sector throughput, the fraction of UE in the network connected to Pico-eNBs

and the average throughput per UE connected to a Macro-eNB or a Pico-eNB.

In [49], researchers investigated four sleep modes for small eNBs (Micro and Pico-

eNB) in multi tier HetNets. These sleep modes were applied only to the small eNB

tier, while Macro-eNBs are assumed to be fully operational all the time. The power

consumption of the Macro-eNB can be a drawback of the proposed algorithm. By

switching off both small and large eNBs, further power reduction is possible. Simul-

taneous sleep mode optimization for multiple tiers is still an open issue.

In the following sections, related work on the energy efficiency of downlink two-tier

HetNets is discussed.
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3.3.1 Macro-Pico-eNB Deployment

In [50], the HetNets deployment strategy was investigated by overlaying Pico-eNBs

within the Macro-eNB network, and its impact on energy consumption was deter-

mined. The authors considered the percentage of gain in terms of the served eNB

throughput as a performance metric and showed that a 30% gain can be achieved for

full-load scenarios.

In [51], a joint deployment of Macro-eNBs and publicly accessible user-deployed

residential Pico-eNBs show that it can reduce the total network energy consumption in

urban areas with high data rate user demand. Researchers in [52] also investigated the

energy efficiency in the downlink of a network of Macro-eNBs overlaid by randomly

distributed Pico-eNBs. They evaluated the two-tier HetNet performance in terms

of resource allocation fairness and energy efficiency. In [53], researchers evaluated

the energy efficiency of Pico-eNBs and LTE-advanced (LTE-A) relay deployments.

The results showed that Pico-eNBs and relay nodes achieve a significant gain in

power consumption in the uplink and downlink, whereas relay nodes and Macro-

eNB deployments provide similar power consumption in the downlink. The power

reduction in these three papers is due to the Macro-eNB offloading some of its UE

traffic to the Pico-eNBs, which leads to a reduction in the power consumption of

the Macro-eNB. The amount of energy reduced from the Macro-eNBs is greater than

the Pico-eNB’s low power consumption. Such concept calls for a switching on/off

algorithm to push the greening of the network even further.

The authors in [54] and [55] discussed three different sleep mode strategies for

Pico-eNBs in Macro-Pico-eNB HetNets. These strategies can be controlled by the

Pico-eNB itself, core network or UE. The results show that by offloading the traffic

from Macro-eNBs to Pico-eNBs, the network can be redesigned and a lower number

of Macro-eNBs are needed, which leads to further energy reduction. The main factor
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that was used to evaluate the network performance was the energy consumption of

the network, as the required traffic for all UE is fixed to 500 kbps. Also, the proposed

sleep modes were only for Pico-eNBs, which means if similar sleep modes were applied

to Macro-eNBs as well, then the energy saving of the network could be increased.

In [56], the authors proposed a distributed BS on/off control mechanism for im-

proving the energy efficiency of a Macro-Pico-eNB system. Pico-eNBs can be acti-

vated by a neighboring Pico-eNB or Macro-eNB, and deactivated by the Pico-eNB

itself. The results show a reduction in the power consumption of the network as com-

pared to a traditional control mechanism. A Pico-eNB can go to sleep mode only if

all its UE can be handed over to neighboring eNBs and provided minimum data rate.

This can lead to a degradation in the performance of the network as deactivating a

Pico-eNB may reduce the data rate of the UE.

Researchers in [57] considered a HetNet with Pico-eNBs in a hot spot area within

a Macro-eNB area. The transmit power of Macro-eNBs is much higher than the

Pico-eNBs’, meaning that switching off some Pico-eNBs causes many UE in these hot

spots to connect to the Macro-eNB. Therefore, they proposed deploying a Pico-eNB

that cannot be switched off at all times at the centre of the Pico-eNB cluster, insuring

that all UE in hot spots connect to Pico-eNBs rather than Macro-eNBs when a few

Pico-eNBs are switched off. Furthermore, they proposed three energy saving Pico-

eNB modes: on, off and lower work modes. The algorithm switches Pico-eNBs to

one of these modes in order to minimize both the power consumption and the outage

probability. In their simulation, they assumed all UE use the same fixed data rate of

100 kbps. The proposed algorithm focused on switching on/off only Pico-eNBs in hot

spots while keeping all Macro-eNBs on all the time, meaning that these Macro-eNBs

are consuming energy even if they are not serving any UE.

The authors in [58] proposed energy saving strategies for LTE Macro-eNB HoNets
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and Macro-Pico-eNB HetNets. They also investigated the impact of strategic and ran-

dom sleeping on energy efficiency and power consumption. Numerical results showed

that the gain in energy efficiency depends on the type of sleeping strategy used. The

decision in those algorithms was based on the energy consumption and the outage

probability of the network, without taking into consideration the possible degrada-

tion in network throughput caused by switching off Macro-eNBs. Furthermore, the

proposed sleep modes were applied only for Macro-eNBs in HetNet networks, which

keeps more energy to be reduced by switching off both Macro and Pico-eNBs in the

network.

In [59], the authors proposed installing two Pico-eNBs for every Macro-eNB at

the appropriate locations and allocating separate resources to all the Pico-eNBs on

a global level. As a result, a 45% gain in the performance of the network can be

achieved. They also suggested that switching off Macro-eNBs at night can reduce the

operation cost significantly. Switching off Macro-eNBs as suggested while replacing

them with 2 Pico-eNBs for each Macro-eNB can lead into coverage holes, as the

coverage area a Macro-eNB is much larger compared to the Pico-eNBs. For the

proposed idea to be feasible, a larger number of Pico-eNBs needs to be installed to

cover the Macro-eNB area that they are replacing.

Researches in [60] proposed two centralized algorithms to dynamically switch

on/off Pico-eNBs in a Macro-Pico-eNB HetNets. The aim of both algorithms is

to reduce the energy consumption of the network while maintaining the QoS, which

is given in terms of required service rate. They used blocking probability as a way

to measure the performance of both switch on/off algorithms. They considered the

transmit power as the power consumption of eNBs in the network, which repre-

sents the energy of the downlink channel not the power consumption of the network.

Although they assumed a dynamic switch on/off algorithm, which means that the

switching on/off of Pico-eNBs should be done simultaneously with traffic variation,
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they ignored the execution time of the algorithm in their simulations, which makes

their results unfeasible.

The approach discussed in [61] reduces the energy-per-information-per-bit by ma-

king Pico-eNBs in Macro-Pico-eNB HetNets transmit with full load during good chan-

nel conditions to support a high data rate and go into sleep mode otherwise. The

drawback of this algorithm is that not transmitting during periods of bad channel

conditions will increase the packet delay, which reduces the QoS of the network. Fur-

thermore, the algorithm was evaluated for a network of 1 Macro-eNB and1 Pico-eNB

with only 3 UE, which does not give sufficient results to support their claim.

3.3.2 Macro-Micro-eNB Deployment

Reference [62] examined the impact of the deployment of random Micro-eNBs with

varying density on the energy efficiency of cellular networks. The Macro-eNB trans-

mit power was reduced to fulfill the coverage condition of 95%, which led to a 20%

energy efficiency gain. The Macro-eNB was used to serve UE in the outage areas

between Micro-eNBs. The authors in [63] and [64] investigated the impact of vari-

ous deployment strategies of HoNets, pure Macro-eNBs and Micro-eNBs, in addition

to HetNets with a varying number of Micro-eNBs within the conventional Macro-

eNBs based on energy efficiency and traffic load conditions. The results of the study

showed that Micro-eNB HoNets offer a superior energy efficiency compared to Het-

Nets. Results also show that the best way to improve the energy efficiency when

network traffic load increases is by deploying more micro sites. The same authors

provided in [65], a framework to evaluate and optimize cellular network deployment

with respect to the average number of Micro-eNBs per Macro-eNB and to Macro-

eNB size. The authors introduced the concept of area power consumption, which

is the average power consumed in a cell divided by the average cell area measured

in Watts/km2. The simulation results showed that deployment of Micro-Macro-eNB
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HetNets allows a significant decrease in the area power consumption in the network

while maintaining area throughput targets. The network efficiency of the proposed

Macro-Micro-eNB networks (in papers [62], [63], [64] and [65]) can be improved by

switching off Micro-eNBs during low traffic times and shifting the load to other eNBs.

The energy efficiency of Macro-eNB HoNets and Macro-Micro-eNB HetNets in

LTE-A has been investigated in [66] by reducing the number of active Macro-eNBs

and implementing a sleep mode based on the overall energy consumption and following

network traffic load conditions.

3.3.3 Macro-Femto-eNB Deployment

A recent study [67] presented an analytical model of power consumption in Macro-

eNB, Micro-eNB, Pico-eNB and Femto-eNB based networks. This paper discussed

different network setups, depending on UE density, traffic and required coverage, in-

cluding only Femto-eNBs, Macro-Femto-eNB HetNet, Femto-Pico-Micro-eNB HetNet

and Femto-Pico-Micro-Macro-eNB HetNet. All simulation results are compared to

a Macro-eNB HoNet. Simulation results showed that using only Femto-eNB HoNet

can reduce power consumption by 82.72 − 88.37%. Results also showed that using

Macro-Femto-eNB HetNet can achieve a 78.53−80.19% reduction in total transmitted

power by the BSs. Simulation also showed that Femto-Pico-Micro-eNB HetNets can

reduce total power consumption by 9.19 − 9.79%. Lastly, simulation results demon-

strated that using Femto-Pico-Micro-Macro-eNB HetNets can achieve a 5.52− 5.98%

reduction in total transmitted power.

In [68], the impact of Femto-eNB deployment on the capacity of Macro-eNB

HoNet has been studied. Capacity models for Macro-Femto-eNB HetNets were de-

veloped taking into account traffic arrivals and departures after a finite service du-

ration. Results showed an increase in energy efficiency when deploying Femto-eNBs

within Macro-eNB HoNets. The same authors, in [69], further studied the optimal



42

sleep/wake up schemes for Femto-eNB deployed in Femto-Macro-eNB HetNets to of-

fload part of the Macro-eNB traffic. Their goal is to minimize the energy consumption

of the overall HetNet while maintaining the UE QoS.

A recent research [70] focused on the main challenge of ICIC of Femto-Macro-eNB

HetNets. It proposed an enhanced ICIC mechanism to suppress such interference by

blanking two OFDM symbols. They also discussed a novel model to repetitively

design physical downlink control channel (PDCCH) scheme to avoid ICIC effectively.

In this paper, researchers did not consider the reduction in the power consumption

of the network achieved by overlaying Femto-eNBs within the Macro-eNB network.

Researchers in [71], studied the distribution of downlink SINR in a Macro-Femto-

eNB HetNet. They derived a general expression for the SINR at the UE from the

serving eNB depending on what kind of eNBs are allowed to serve the UE. They

computed the probability that a UE can connect to either a Macro-eNB or Femto-

eNB. Given a Macro-eNB and Femto-eNB densities, this probability was found to be

a function of two parameters:

• The minimum distance between the UE and the nearest Macro-eNB.

• The transmit power, density and link geometry of the Femto-eNBs compared

to the Macro-eNBs.

In [72], an energy-efficient cell breathing and offloading mechanism in Macro-

Femto-eNB HetNets was studied. They suggested reducing the number of Macro-

eNBs on by offloading their traffic to Femto-eNBs. Also, they considered separated

spectrum bands for the Macro-eNBs and Femto-eNBs, which does not include the

intracell interference in the decision making of this algorithm. Furthermore, this

technique is suitable only for traffic with low mobility users, which makes it not

applicable in high speed mobility zones.
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Researchers in [73] proposed four sleep modes for Femto-eNBs in Femto-Macro-

eNB HetNets. They concentrated mainly on reducing the power consumption of the

sleep modes while increasing the speed of taking a Femto-eNB out of sleep mode in

order to maximize the energy saving. In that research, they used signal to noise ratio

(SNR) to calculate the network data rate which does not include the interference

caused by different eNBs in the network. Therefore, the results are not accurate and

do not represent a real life scenario.

The above mentioned papers focused mainly on reducing the power consumption of

LTE networks by implementing different types of HetNets. Although the researchers

tried to reduce the power consumption while trying to maintain a certain level of

QoS, there is still more room for improvement and further power reduction while

simultaneously increasing the provided data rate.

3.4 Summary

The following summarizes the previous works mentioned in this chapter. The studies

all focused on reducing energy consumption while not concentrating sufficiently on

the importance of increasing the data rate. Some suggested using sleep modes or

switching off all or part of an eNB to reduce energy consumption. The downside of

using sleep modes is that part of the eNB remains running. Figure 2.5 shows that

a Pico-eNB consumes almost 50% of its power in sleep mode, which comes from the

power amplifier, main supply and power supply. Consequently, the remaining power

consumption of inactive eNBs can add up in eNB dense network. Table 2.3 shows the

power consumption of different types of eNBs. Some of the HetNet switch on/off algo-

rithms suggested switching off either the Macro-eNBs while keeping the small eNBs

(Micro, Pico, or Femto-eNB) on, or the opposite. Building upon that, by switch-

ing off both Macro-eNBs and small eNBs, further energy reduction can be achieved
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with these algorithms. Furthermore, the types of networks employed in these papers

were either Macro-eNB HoNets or Macro-Pico-eNB HetNets. Because some of the

previously discussed papers fall under multiple of the above categories, we compiled

Tables 3.1 and 3.2, that show each paper with the category that it falls under. Ta-

ble 3.1 shows the categorization of energy saving papers for HoNets, and Table 3.2

categorization of energy saving papers for HetNets. For example, paper [66] imple-

mented static sleep mode algorithm for Macro-Micro-eNB HetNets, while paper [34]

implemented dynamic switch on/off algorithm for Macro-eNB HoNets.

In this thesis, we proposed a new approach enabling LTE networks to deliver the

promised high data rate of 1 Gbps. The approach proposed the replacement of all

Macro-eNBs with a large number of Pico-eNBs covering the same area as the Macro-

eNBs. These Pico-eNBs are then managed by an adaptive network radio coverage that

matches the UE distribution and demand by switching on/off Pico-eNBs. Usually,

the objective of a switch on/off algorithm is to achieve the best possible energy

conservation when switching off an eNB while maintaining full coverage. This goal can

be achieved by minimizing the energy consumption while maintaining the data rate

performance of the system. Altogether, switching on/off eNBs is an effective technique

which can provide significant energy savings without compromising coverage while

maintaining reasonable data rate as long as the switch on/off algorithm is designed

properly.

In the current research, the new approach requirements and implementation within

the SON framework are included. Also, a detailed simulation methodology that aims

at providing higher data rate while reducing the power consumption of the network

is provided. The methodology is applied to Pico-eNB HoNets. The results of the

application of the new methodology have demonstrated its effectiveness and good

correlation with all on Pico-eNB and Macro-eNB HoNets. It has been shown that

there is a complex connection between coverage, data rate, power management, and
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interference. This connection has to be taken into account carefully to enable the

switch on/off algorithm to save energy. To the best of our knowledge, the current

research is the first of its kind to propose replacing Macro-eNBs entirely with a large

number of Pico-eNBs capable of being switched on/off based on UE distribution with

the objective of increasing the data rate and reducing the energy consumption while

maintaining a certain acceptable outage. In Section 5.3.5, we executed a detailed

simulation that compares our proposed switch on/off algorithm with two algorithms

from the literature [26] and [44].
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Table 3.1: Summary of related work for HoNets

Category

Paper
Dynamic Static Hybrid ON/OFF Sleep mode HoNet

[26] X X X

[24] X X X

[27] X X X

[28] X X X

[29] X X X

[30] X X X

[31] X X X

[32] X X X

[33] X X X

[34] X X X

[35] X X X

[38] X X X

[39] X X X

[8] X X X

[40] X X X

[41] X X X

[42] X X X

[43] X X X

[44] X X X

[45] X X X

[46] X X X

[47] X X X
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Table 3.2: Summary of related work for HetNets

Category

Paper
Dynamic Static Hybrid

ON
OFF

Sleep
mode

HoNet
Macro
Pico
HetNet

Macro
Micro
HetNet

Macro
Femto
HetNet

[37] X X X

[48] X

[49] X X X X X

[50] X

[51] X

[52] X

[53] X

[54] X X X

[55] X X X

[56] X X X

[57] X X X X

[58] X X X X

[59] X X X

[60] X X X

[61] X X X

[62] X

[63] X

[64] X

[65] X

[66] X X X

[67] X X X

[68] X

[69] X X X

[70] X

[71] X

[72] X X X

[73] X X X



Chapter 4

Proposed Vision and Algorithms

In this chapter, we first introduce the proposed vision of replacing Macro-eNBs with a

large number of Pico-eNbs. We formulate an optimization problem with an objective

function of minimizing the overall consumed power while supporting user demand

with acceptable quality of service. Then, we discuss a way of implementing the op-

timization problem by designing two switch on/off algorithms. Also, we go through

the network design approach which contains information about propagation models,

the network model and the LTE frame structure. Furthermore, we define in detail

two switch on/off algorithms that were implemented in this thesis. Finally, we men-

tion the different UE distribution and mobility models that are used to generate the

simulations in the next chapter.

4.1 Overview of Proposed Vision

LTE networks have to adapt to the daily or weekly change of the demographics of UE.

This requirement cannot be fulfilled by the traditional large coverage Macro-eNBs.

Switching off a Macro-eNB affects a large area and may introduce an outage in that

area. As shown in Figure 2.3 (see Section 2.3), HetNets were introduced by 3GPP.

These types of eNBs are mixed in an operating network. Using small eNBs like Micro,

48
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Pico and Femto can enhance coverage and capacity. It is foreseen that there will be a

large number of these small eNBs in operation, each of them covering an area that is

significantly smaller than that of a Macro-eNB. Each of the small eNBs corresponds

to a number of objects with attributes and measurements to manage. At the same

time, each Micro/Pico-eNB is a node by itself and the requirements to manage them

are similar to Macro-eNBs. UE will connect to the Macro-eNB if it is not able to find

a small eNB to connect to it.

Every Pico-eNB connects with the core through their S1 interface. Therefore, im-

plementing small eNBs raises new challenges for mobile operators backhaul planning.

Even though fixed line backhaul solutions provide optimal capacity, operators are

generally limited by the lack of fiber availability and the need to deploy small eNBs

in areas with limited wireline access. To backhaul those eNBs, wireless solutions can

be used in such cases. Small eNBs’ backhaul traffic is generally lighter than that

of Macro-eNBs, but traffic levels are expected to increase. The backhaul connection

may quickly become the bottleneck due to the concentration of users close to the site.

Nokia networks conducted experiments to demonstrate the deployment of LTE

small cell clusters under a Macro-eNB. These experiments showed that capacity and

end-user experience could be improved, given that each small cell has a proper SON

algorithm to adapt itself to its surroundings. The small cells should have a degree

of Radio Frequency (RF) isolation relative to the Macro-eNB network and should

not be placed in locations where the UE to be served by Pico-eNBs will be within

Line-of-Sight (LOS) of the Macro-eNB. Buildings and the use of directional antennas

can often provide isolation between the Macro-eNB and small cell networks. Radio

link failures and “ping pong” handover effects can occur in the cell areas where the

downlink signals from the Macro-eNB and the small cells are at the same level as the

UE [74].

The main objective of the current research is to enable LTE networks to provide
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users with very high data rates while simultaneously trying to reduce power con-

sumption. The approach is based on replacing Macro-eNBs with a large number of

Pico-eNBs which is expected to eliminate the bottleneck effect of connecting Pico-

eNBs to a Macro-eNB. Another advantage of the approach of using only Pico-eNBs

is the elimination of the high power consumption of Macro-eNBs [75]. The current

Macro-eNBs can be used for control signals and relay network information to the core.

Also, Macro-eNBs can be used when a UE cannot find a Pico-eNB to connect to, for

voice communications, and to connect high mobility UE. The latter is outside the

focus of this thesis, as this thesis is on replacing Macro-eNBs with large number of

Pico-eNBs. Also, as mentioned in Section 3.3, several other researchers have worked

on energy saving in Macro-Pico-eNB HetNets. Furthermore, the control link impact

on the system power consumption is negligible compared to the data link.

Implementing Pico-eNBs allows network operators to switch on/off eNBs based

on traffic estimation and statistics. Migration of UE from one location to another

during the day or from day to day will trigger switch on/off algorithms that will

shift resources according to UE distribution. Figure 4.1 schematically presents the

proposed approach and shows that it is possible to have some coverage holes in the

network; a proper network planning thus needs to be done to keep these coverage

holes under a certain acceptable value.

4.1.1 Proposed Metric

With the increase in the number of eNBs in the network, network operators can

observe a network area with eNBs that share the same bandwidth over a long period

of time and measure the amount of power used to deliver a certain number of bits

to UE. Therefore, just observing the data rate or power consumption alone does not

provide a clear picture of the performance of the network.

The total energy per bit (TEPB) measurement unit (Joules
bit

) is proposed to compare
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Pico-eNB On Pico-eNB Off Macro-eNB

Figure 4.1: Proposed vision: LTE network with only Pico-eNBs that can be switched
on/off

the performance of different energy saving strategies fairly, which is calculated as

shown in Equation (4.1). Consider a given geographical area (A). The area is served

by a number of Pico-eNBs (M), and all Pico-eNBs share the same bandwidth (BW ).

We observe the system over time (T ), which represents the traffic fluctuations within

A. When comparing two energy saving protocols, we fix A, BW and T , then we

calculate the total number of bits received correctly by all Pico-eNBs during T . TEPB

is the ratio between the total power consumption by all Pico-eNBs and the number of

bits received. The total consumed power includes the transmitted power, processing
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power and power used for house keeping functions such as air conditioning.

TEPB =
P

η · A · T ·BW
(4.1)

Where:

• P is the total power consumption by the network in Watts.

• A is the network area in m2.

• T is the time interval in sec.

• BW is the network bandwidth in Hz.

• η is the network average spectral efficiency in (bps/Hz/m2) which is the amount

of information that can be transmitted over a given bandwidth and can be

calculated by using Shannons capacity η = log2(1 + SINR).

In the reminder of this section, the change in network TEPB for different Pico-

eNB densities (λb) and a fixed UE density (λu) was investigated. This is of practical

relevance, because it corresponds to testing to what extent network operators can

deploy large number of Pico-eNBs. Three different network regimes were considered

in terms of λb, which are:

Low Pico-eNB density: (λb � λu, so the probability that an eNB is active is close

to 1 (Pa ≈ 1))

In the case of lower λb, almost all Pico-eNBs are active (Pa > 0.99 when eNB-

UE density ratio (ρ ≤ 0.1)). Pico-eNBs are limited by the number of UE that

they can serve at a certain time, which will be discussed in more details in

Section 4.3.7. That can lead to over loading the network, increasing the delay

and reducing the network throughput. On the other hand, the network power
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consumption in this case is lower. The lower throughput leads to an increase in

TEPB as TEPB ∝ 1
Throughput

.

High Pico-eNB density: (λb � λu)

In the case of higher λb, all UE are being served and Pa ≈ 1
ρ
. By increasing the

Pico-eNB density, the network throughput can increase as the distance between

the UE and Pico-eNB is smaller. Another reason for the increase in the network

throughput is that the number of UE served by each Pico-eNB is lower, which

means less delay and lower number of dropped UE.

At the same time, when increasing the number of Pico-eNBs in the network,

the power consumption increases. The increase in the number of Pico-eNBs

increases the network throughput but at the same time, the Pa decreases, which

leads to underutilized Pico-eNBs. The increase in power consumption in relation

to the increase in network throughput leads to an increase in TEPB.

Medium Pico-eNB density: (λb ∼ λu)

In this last case, the Pico-eNB density and the UE density are proportional,

which is a more practical regime for Pico-eNB networks [76]. For this case,

the TEPB measurement plays a big factor in the decision of when to add more

Pico-eNBs or remove some.

A simulation was constructed to test to what extent the network can be split

into smaller cells while maintaining an acceptable network TEPB. A network area of

4 km2 was studied in all simulations and the same simulations were repeated for 250,

500, 1000, 1500 and 2000 UE uniformly distributed in the network. All simulations

start with one large cell at the centre of the network and the TEPB of the network

was calculated to achieve a reference point. Then, each cell was split into smaller cells

which are arranged in a square lattice. The number of eNBs used in each simulation
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was changed with the following values: {1, 4, 16, 36, 64, 100, 144, 196, 256, 324, 400}.

In order to maintain the Inter Cell Interference (ICI) while allowing the new eNBs to

cover the same area, the transmission power of all eNBs was reduced accordingly.

For example, when 1 Pico-eNB was at the centre of the network, the Pico-eNB’s

transmit power was set to 36 dBm, while when replacing that Pico-eNB with 64

Pico-eNBs, the new transmit power was changed to 18 dBm. These values were

chosen in order to have a close to 0% outage, which means almost all UE in the whole

area under study can connect to a Pico-eNB. In all simulations, each Pico-eNB is

considered to consume 35 Watts.

The simulation was repeated 10 times for every number of UE to produce Fig-

ures. 4.2 and 4.3. Figure 4.2 shows a detailed example of the effect of cell splitting

on the throughput and the power consumption of the network for 500 UE uniformly

distributed in the network. The network throughput increases with the increase in

the number of eNBs as the distance between the UE and the serving eNB is decreas-

ing. The increase in the throughput is also due to the reduction of the number of UE

served per eNB. On the other hand, the power consumption of the network increases

linearly with the increase in the number of eNBs in the network.

Figure 4.3 presents the effect of cell splitting on TEPB for different numbers of

UE uniformly distributed in the network. These results show an improvement in the

TEPB of the network due to splitting large cells into smaller cells. The best network

TEPB for 250 UE can be achieved when splitting the network into 36 small cells,

whereas for the rest it was 64 small cells, at which point the TEPB starts to increase.

The increase in TEPB is due to the fact that the increase in the network throughput

is not high enough to accommodate the increase in power consumption. The latter is

more evident in the case of 250 UE, specially when the number of eNB in the network

is higher than the number of UE.

Figure 4.4 shows the Channel Quality Indicator (CQI) maps for two network
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Figure 4.2: Network power consumption vs network throughput for 500 UE
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Figure 4.3: Effect of cell splitting on TEPB

setups with 1 eNB at the centre (Figure 4.4a) and the network with the large cell

replaced with 64 eNBs (Figure 4.4b). Also, Figure 4.4b shows an increase in the

lower CQI values (between 0 and 5) compared to Figure 4.4a. That change is due

to the increase in ICI caused by higher λb values and also due to the reduction of

the transmit power of all Pico-eNBs. The CQI values range between 0 and 15, and

an outage occurs if a UE cannot receive at least CQI = 1. More details about CQI
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Figure 4.4: Network setup with 1 and 64 eNBs, also showing the range of each eNB

calculation will follow in Section 4.3.3.

By splitting larger cells into smaller cells for the same number of users, both

network throughput and power consumption increase at which point the amount of

increase in throughput is not enough to cancel the effect of the increase in power

consumption. Therefore, it can be concluded from this simulation that in order

to achieve the best network performance (for the given network setup) in terms of

TEPB, network providers cannot keep splitting cells indefinitely. The optimal number

of Pico-eNBs that can be supported by a network needs to take into account both

factors (throughput and power consumption) to minimize the TEPB.

Based on the above results, we can derive general guidelines for optimal cell split-

ting by specifying the factors that need to be taken into account when splitting cells:

• Specify the type of eNBs that are used, to find the power consumption and

maximum number of UE that can connect to that type of eNB.

• Find the maximum number of UE that are available in the area under study

and where they are concentrated. This can be used to decide where to increase

the number of eNBs in the network.

• Find the UE load in the area of interest. This can be done by collecting UE
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information over a period of time.

• When splitting large cells into smaller cells the, ICI increases. Therefore, the

transmit power of the eNBs needs to be reduced in order to minimize the ICI.

4.1.2 Implementation of the Proposed Vision

The evolution of current LTE networks into the proposed vision that is expected to

happen in the not-so-distant future is discussed in this section. In the early stages

of implementation, current LTE networks will continue as they currently do, while

Pico-eNBs are deployed as needed to accommodate the UE requirements. The current

Macro-eNB under whose coverage the new Pico-eNBs were added will be used for

control signals and when UE cannot find a Pico-eNB to connect to, as discussed in

Section 4.1

The new added Pico-eNBs can connect to the core through fiber optics, if available,

or by relaying information through neighboring Pico-eNBs or the current Macro-eNB

under whose coverage they lie. Eventually, the network will have a large number of

Pico-eNBs that cover every part of the network and the need for the Macro-eNB will

be minimal. With the increase in the number of Pico-eNBs in the network, the need

for energy reduction increases, at which point the role of the switch on/off algorithm

becomes more significant. Some areas of the network (such as rural areas) may have

a naturally occurring small number of UE. In these areas, the current Macro-eNB

setup could be more than sufficient to provide UE with the required QoS.

4.1.3 Backhaul and Handover Challenges

With the introduction of a large number of Pico-eNBs, the network capacity will

increase but on the other hand, backhauling traffic from Pico-eNBs to the core will
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be a major issue. A more flexible and scalable backhaul network architecture is re-

quired. For example, the deployment of Pico-eNBs requires access to infrastructure

with wired network backhauling. Because of that, network operators need to plan

the backhaul of the network carefully to guarantee the most cost effective and best

performance network setup. A network can include a mixture of wireless and wired

backhaul technologies. Some Pico-eNBs may connect to the core network with ded-

icated interfaces, while other Pico-eNBs may use wireless connections to connect to

the core network. In other cases, some Pico-eNBs with lower load can be used to

relay data to the core as an alternative interface. Figure 4.5, shows the system model

with the various possible types of Pico-eNBs backhauling.

There are many wireless backhauling technologies that can be used, such as mil-

limeter wave and microwave radios but they both require line of sight. In the case of

Non Line of Sight (NLoS), RF-based backhaul can be used to carry traffic, which can

be done on the licensed or unlicensed bands. The unlicensed band is less expensive
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but it is more crowded while the licensed band is more efficient and secure [77].

Another important factor that needs to be considered is handovers, which is es-

sential to provide a seamless uniform service for UE when moving between cells.

Handovers are effective for traffic load balancing, that can be achieved by shifting UE

at the border of overlapping cells from more congested to less congested cells. That

said, this comes at the expense of system overhead, which is likely to be significant

when replacing Macro-eNBs with large number of Pico-eNBs. Pico-eNBs are mainly

used for relatively low mobility UE using data intensive applications. A high mobility

UE would probably be connected through a Macro-eNB to reduce overhead caused

by handovers between Pico-eNBs. Furthermore, the probability of handover failure

increases the probability of user outage [78].

4.2 Optimization Problem Formulation

In order to reduce the energy consumption of the network while maintaining the

desired high data rate, a switch on/off algorithm is needed. The goal of the switch

on/off algorithm is to minimize the TEPB so that the network can adapt to the

fluctuation in traffic demand throughout the day. As a first step, we formulated this

as an optimization problem. The switch on/off algorithm optimization problem can

be formulated as a binary integer linear programming (BILP) problem as shown in

Equations (4.2) to (4.5).

minimize

|I|∑
i=1

Pixi

|J |∑
j=1

Rj

, (4.2)

subject to: Outage probabilty ≤ Z, (4.3)

Ni · xi < number of RBi ∀ i ∈ I, (4.4)
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xi ∈ {0, 1} (4.5)

Where:

• I is the set of eNB that are installed in the network.

• J is the set of UE in the network.

• Pi represents the power consumption (in Watts) for eNB i ∈ I.

• Rj represents the number of successfully transmitted bits in downlink direction

to UE j ∈ J .

• xi is a binary variable representing the status (i.e. on or off) of a Pico-eNB. Its

value is 0 when Pico-eNB i ∈ I is off, otherwise 1.

• Ni represents the maximum number of UE that can be served by Pico-eNB

i ∈ I.

• Z represents the percentage of network outage. The value of Z depends on the

location of eNBs in the network that are on and off, which relies on xi.

The value of Pi can be chosen based on the type of eNB used. As discussed in

Section 2.4, if an eNB is running (whether it has an active UE or not) it will be

consuming most of its power. Therefore, for simplicity and without loss of generality,

the power consumption per Pico-eNB is set to a constant value (35 Watts).

In LTE specifications, UE cannot be served if the received SINR is not large enough

to support QPSK modulation. This is the network outage criterion. In Equation (4.2),

Z represents the fraction of locations within the area under consideration where LTE

UE cannot be served. The value of Z is affected by the propagation characteristics

(including random fluctuations), and it also depends on the interference details and

the locations of eNBs. When switching eNBs on/off, the distribution of eNBs in
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the network changes which in return affects the value of Z. Therefore, Z is affected

mainly by which eNB is switched on/off (i.e. xi). Consequently, with a larger number

of eNBs in the network, the value of Z becomes very difficult to compute analytically

as will be shown in Section 4.3.5. Going back to the low Pico-eNB density network

regime discussed in Section 4.1.1, some UE might fall in a low SINR location. If a

location in the network cannot be served with at least a CQI = 1, an outage occurs.

In general, integer programming problems are non-deterministic polynomial-time

hard (NP-hard) [79]. In spite of that, the problem can be solved efficiently for a rela-

tively small number of eNBs. With a larger number of eNBs, however, the complexity

of the problem increases since the number of possible eNB combinations increases ex-

ponentially (Ncomb = 2N − 1). To solve this issue, two approximate switch on/off

algorithms are proposed in this thesis. Section 4.3.5 discusses in more details the

complexity of formulating the system as an optimization problem.

4.3 Design Approach

In this section, the network setup is discussed, including the replacement of Macro-

eNBs with several Pico-eNBs to service the same coverage area. The Element Man-

agement System/Network Management System (EMS/NMS) divides the system into

groups of N Pico-eNBs, which are chosen to create a cluster of neighboring Pico-

eNBs. Any Pico-eNB distribution can be used in the network as the algorithm can

be applied to any network design. Each Pico-eNB is connected to the core through

the S1 interface. The EMS/NMS collects all Pico-eNBs’ information from the MME

and saves them in a database to be used later by the SON functions.
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4.3.1 LTE Propagation Path-Loss Models

Path-loss propagation model is an important component in the analysis and design of

the link budget of a wireless communication system. Path-loss depends on several fac-

tors, such as free-space loss, terrain contours, environment, the distance between the

transmitter and the receiver, in addition to the height and location of antennas [80].

The path-loss (PL) is the attenuation (in dB) between the transmitted (Ptx) and

received (Prx) power, including the effect of antenna gains (Gantenna) as shown in

Equation (4.6). Equation (4.7) defines the power received by a UE as the difference

between the transmitted power and the environment path-loss [81]. The following

sections explain the Macro and Pico-eNBs’ propagation models that are used in this

research.

PL = 10log10

(
PtxGeNBGUE

Prx

)
(4.6)

Prx(d) = Ptx +GeNB +GUE − PL(d) (4.7)

Where:

• Prx is the received power from the serving eNB.

• Ptx is the transmitted power from the serving eNB.

• GeNB denotes the eNB antenna gain in dBi.

• GUE denotes the UE antenna gain in dBi.

• PL(d) is the path-loss between the transmitter (eNB) and receiver (UE) sepa-

rated by distance d in km.

4.3.1.1 Macro-eNB Propagation Model

The Macro-eNB propagation model (Equation (4.9)) that is used in this research is

applicable to scenarios in urban and suburban areas where the buildings have a nearly
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uniform height [1].

PL = 40(1− 4× 10−3 · h) log10(d)− 18 log10(h) + 21 log10(f) + 80dB (4.8)

Where:

• h is eNB antenna height in m, measured from above the rooftop level.

• d is eNB-UE separation in km.

• f is the carrier frequency in MHz.

In [1], it was assumed that the Macro-eNB antenna is positioned at 15 m above the

rooftop, and a carrier frequency of 2 GHz is used, the Macro-eNB path-loss (PLMacro)

(in dB) can be expressed as shown in Equation (4.9):

PLMacro(d) = 128.1 + 37.6 log10(d) + Fs (4.9)

Where, Fs is the log normal shadow fading with standard deviation 10 dB. The

Macro-eNB propagation model from Equation (4.9) gives the worst case propagation

scenario and is valid for Non Line of Sight (NLoS) cases only. This model is not very

accurate for short distances as it is designed for distances ranging from a few hundred

meters to a few kilometers.

4.3.1.2 Pico-eNB Propagation Model

As shown in Equation (4.10), the Pico-eNB propagation model PLPico is using a

carrier frequency of 2 GHz and is expressed in dB.

PLPico(d) = 140.7 + 36.7 log10(d) + Fs (4.10)
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4.3.2 SINR Calculation

In information theory and telecommunication engineering, the SINR is a quantity

used to estimate the theoretical rate of information transfer in wireless communica-

tion systems. The SINR is defined as the power of the signal of interest divided by

the sum of the interference power, and the power of background noise, as shown in

Equation (4.11). If the noise power is zero, then the SINR reduces to the Signal-to-

Interference Ratio (SIR). On the other hand, if the interference is zero, the SINR is

reduced to the Signal-to-Noise Ratio (SNR), which can be used to develop mathe-

matical models of wireless networks such as cellular networks [81]. Equation 4.11 was

used to calculate the SINR, which takes into account the received interfering signal

from all surrounding eNBs in the network. Therefore, all eNBs are considered to use

the same bandwidth (20 MHz).

SINR(dj) =
Prx(dj)∑

i6=j Prx(di) + T0
(∀ i ∈ I) (4.11)

Where:

• Prx is the received power from the desired eNB.

• j is the index of the serving eNB

• I set of eNB that are installed in the network.

• T0 is the thermal noise.

By applying Equation (4.7) in Equation (4.11), we can achieve the SINR at dis-

tance d as shown in Equation (4.12).

SINR(dj) =
PtxjGeNBjGUEjPL(dj)

−1∑
i6=j(PtxiGeNBiGUEiPL(di)−1) + T0

(4.12)
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Table 4.1: Lookup table for mapping SINR estimate to CQI index [3]

CQI index MCS Code Rate SINR estimate (dB)

1 QPSK 0.101449 -6.7

2 QPSK 0.101449 -4.7

3 QPSK 0.162319 -2.3

4 QPSK 0.318841 0.2

5 QPSK 0.442210 2.4

6 QPSK 0.568116 4.3

7 16QAM 0.365217 5.9

8 16QAM 0.469565 8.1

9 16QAM 0.563768 10.3

10 64QAM 0.484058 11.7

11 64QAM 0.600000 14.1

12 64QAM 0.692754 16.3

13 64QAM 0.760870 18.7

14 64QAM 0.888406 21.0

15 64QAM 0.888406 22.7

From Equation (4.10), we get PLPico = 10(140.7/10)d3.67f , where we can assume

c = 10(140.7/10) and α = 3.67 which is the path-loss exponent. We can simplify

Equation (4.10) into PLPico(d) = cdαf . Substituting PL(dj) and PL(di) with PLPico

in Equation (4.12) we get Equation (4.13), which will be used later in calculating the

probability of outage.

SINR(dj) =
PtxjGeNBjGUEjc

−1d−αj f−1j∑
i6=j(PtxiGeNBiGUEic

−1d−αi f−1i ) + T0
(4.13)
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4.3.3 CQI Calculation

The UE measures the downlink reference signal and determines the CQI value. Each

CQI value corresponds to the highest Modulation and Coding Scheme (MCS) that

allows the UE to demodulate and decode the required Transport Block (TB) with

maximum Block Error Rate (BLR) (10%). These CQI values are sent to the serving

eNB periodically by the UE on the uplink direction. The eNB selects a suitable MCS

for the downlink transmission for that particular UE. Table 4.1 shows the CQI index

with corresponding parameters [3]. For example, if a UE measures its SINR of1.2 dB,

then the UE reports a CQI 4 to the serving eNB. If the channel quality is very low

and a UE couldn’t achieve CQI = 1, then the connection will be dropped and that

will be considered as an outage. The CQI reporting frequency and accuracy depends

on the algorithm used in the UE handset. A fast moving UE can report a certain CQI

value to the serving eNB and by the time the eNB receives that value and processes

it, the UE location might have changed which in return might change the CQI value.

Therefore, a proper CQI reporting algorithm needs to be implemented, which is a

field of research on its own.

4.3.4 Network Model

We consider a cellular network, as shown in Figure 2.1, where eNBs and UE are

distributed in the network with densities λb and λu respectively. We also consider the

downlink transmission and assume that each UE is served by the nearest eNB.

Due to the independent locations of eNBs and UE, there may be some eNBs that

do not have any UE to serve. ENBs that have UE to serve are called active eNBs

with a probability Pa given by Equation (4.14) [82].

Pa = 1−

(
1 +

1

µρ

)−µ
(4.14)
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Where:

• Pa is the probability that an eNB is active.

• µ is a constant related to the cell size distribution, where µ = 3.5 [83].

• ρ is the eNB-UE density ratio ρ = λb
λu

.

The probability that a randomly chosen eNB does not have any UE in its coverage

area is P0 = 1−Pa. On the other hand, the probability that a randomly chosen UE is

successfully assigned a RB at a given time and is served by the nearest eNB is given

by Equation (4.15).

Ps = ρPa (4.15)

An active eNB may have one or more UE under its coverage, and the eNB will

randomly choose one or a group of UE to serve in a radio frame. Assuming a fixed

data rate, the network throughput is determined by the outage probability. An outage

occurs if the received SINR falls below a certain threshold γ, which means that an

eNB cannot service a UE with at least CQI = 1. The network outage probability is

given by Equation (4.16) [84].

Pout = P(SINR ≤ γ) (4.16)

4.3.4.1 Calculating Probability of Outage at Distance d

Because all eNBs have identical Ptx, GeNB, GUE and C, also by assuming that the

thermal noise is negligible, then the SINR calculation in Equation (4.13) can be

rewritten as SINR = 1/F where [85]:

F =

∑
i6=j(d

−η
i f−1i )

d−ηj f−1j
(4.17)
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Because the numerator of F is a sum of log-normally independent and identically

distributed (iid) random variables, and the denominator is also a log-normally dis-

tributed random variable, F can be approximated by a log-normal random variable.

Using the Fenton-Wilkinson method [86], we can find the mean (mf ) and standard

deviation (sf ) of F for any UE at distance d from the serving eNB which are different

than the mean (µi) and standard deviation (σi) of each random variables separately,

as shown in Equations (4.18) to (4.22), where a = ln 10
10

(Appendix A).

mf =
1

a
ln(yf (d, η)H(d, σ)) (4.18)

sf = 2

(
σ2 − 1

a2
ln(H(d, σ))

)
(4.19)

Where:

H(d, σ) = ea
2σ2/2

(
G(d, η)(ea

2σ2 − 1) + 1

) 1
2

(4.20)

G(d, η) =

∑
i d
−2η
i(∑

i d
−η
i

)2 (4.21)

yf (d, η) =

∑
i d
−η
i

d−η
(4.22)

To find the outage probability of a UE at a distance d from its serving eNB, we

use the Q-function:

P(SINR < γ) = 1− P
(

1

γ
> F (mf , sf )

)
(4.23)

P(SINR < γ) = 1− P
(

10log10
(1

γ

)
> 10log10(F )

)
(4.24)

P(SINR < γ) = Q

[
10log10

(
1
γ

)
−mf

sf

]
(4.25)
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4.3.5 Complexity of the network model

Because interference is the main factor in SINR calculation, as shown in Equa-

tion (4.13), in most wireless networks, it is important to distinguish the interference

statistics. Network geometry and path-loss are the two main determinants of the in-

terference. For certain types of eNB distributions, closed form results for interference

and SINR are available, which can be used to determine the network performance, as

the analysis above shows.

The exact characterization of the interference or SINR for general eNB distribu-

tions is a very challenging problem. Since the focus of this thesis is on the switching

on/off algorithm to enhance the network performance, the network structures are

chosen because they are easier to manage, not necessarily because they are the most

realistic ones. Analytical methods are best used when applied to simple models, spe-

cially when the models used are more ideal cases. Two of the most common network

structures used are hexagonal cells (triangular lattice) and Poisson Point Process

(PPP) because of their simplicity and analytical tractability [87].

If we consider the initial network structure with one of these two structures, calcu-

lating the network interference distribution is easy, as it is the sum of the log-normal

random variables, as shown in Equations (4.18) to (4.22). However, once the switch

on/off algorithm starts switching on/off Pico-eNBs to accommodate the change in UE

distribution and demand, the network structure falls somewhere between triangular

lattice and PPP. Consequently, the numerator of F from Equation (4.17) becomes the

sum of non-iid log-normal random variables which is in return complex to formulate

analytically, thus it needs to be simulated as explained in the next chapter.
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4.3.6 Network Spectral Efficiency

The network spectral efficiency is defined as the average number of successfully trans-

mitted bps/Hz/unit−area, as given by Equation (4.26). Similarly, the average spec-

tral efficiency per UE can be calculated by Equation (4.27) [88]. These two spectral

efficiency metrics are affected by the eNB-UE density in different ways, and subse-

quently, important design guidelines can be drawn.

Ra = λbPa(1− Pout)R0 (4.26)

Ru = ρPa(1− Pout)R0 (4.27)

Where:

• Ra is the network area spectral efficiency in bps/Hz/unit− area.

• λbPa is the density of active eNBs.

• Pout is the network outage probability.

• R0 = log2(1 + γ) which is the Shannons capacity limit.

• Ru is the average spectral efficiency per UE in bps/Hz/unit− area.

4.3.7 LTE Frame Structure

The LTE frame structure is shown in Figure 4.6, the total frame duration is 10 ms. A

frame contains 10 subframes and each subframe is composed of 2 time slots (0.5 ms).

Another important unit in the LTE frame structure is the resource block (RB), which

is made up of one time slot, and each UE can be dynamically allocated a minimum of

2 RBs in a subframe. Table 4.2 shows how many RBs are available in each bandwidth.
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Figure 4.6: LTE frame structure

Table 4.2: Number of resource blocks for different bandwidths [3]

Bandwidth (MHz) 1.4 3 5 10 15 20

RB 6 15 25 50 75 100

4.4 Proposed Switch On/Off Algorithms

As mentioned in Section 4.3.5, developing models for the proposed vision is an NP-

Hard problem. Finding an optimal solution for the optimization problem in hand

analytically becomes very difficult. By finding all the possible SINR maps for all

combinations of Pico-eNBs before hand is a possible way to avoid solving the prob-

lem analytically. However, with the larger number of eNBs, the complexity of the

problem increases, because the number of possible eNB combinations increases expo-

nentially. For example, if a network consists of 20 Pico-eNBs, the number of possible

combinations is Ncomb = 220 − 1 which is over 1 million possible combinations. As

a result, a proper switch on/off algorithm that can reduce the decision time of the

optimization problem needs to be implemented.

In this section, we discuss two switch on/off algorithms that were used to im-

plement the optimization problem explained in Section 4.2. The purpose of the two
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algorithms is to minimize the TEPB of the network. The first algorithm uses a brute

force method to achieve the best network setup for the given UE distribution, whereas

the second algorithm uses greedy drop algorithm.

4.4.1 The Centralized Switch On/Off Algorithm

In this section, we propose a centralized switch on/off algorithm (CSA) to allow the

EMS/NMS to control which Pico-eNB to switch on or off. The CSA was used to find

the best network setup that meets these two requirements:

• Average Pico-eNB throughput greater than or equal to 5 Mbps.

• Network outage percentage less than 1%.

It is important to note that these conditions can be changed by the network oper-

ator in order to favor certain objectives. The steps of the proposed eNB centralized

switch on/off algorithm are shown in Figure 4.7 and explained below. It is important

to note that the first three steps are all done in a pre-processing stage. By doing

these calculations beforehand, the rest of the algorithm can run faster.

Step 1: The EMS/NMS divides the network into groups of Pico-eNBs as explained

in Section 4.3. For example, if a network contains 74 Pico-eNBs, and the pro-

cessing power of the EMS/NMS can run the algorithm for 37 Pico-eNBs with

an acceptable time. Then the EMS/NMS divides the network into two groups

of 37 neighboring Pico-eNBs and runs the remaining steps of the switch on/off

algorithm for each group separately to find which Pico-eNB to switch on/off.

More details on the process of dividing the network into groups of Pico-eNBs

will follow in Section 4.4.1.2.
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Figure 4.7: The centralized switch on/off algorithm

Step 2: The EMS/NMS generates the SINR map for all Pico-eNBs in the network

that are under its control. The SINR map is generated using the propagation
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models explained in the previous section.

Step 3: The path-loss is converted into SINR using Equation (4.11). After calcu-

lating the SINR, it is converted into CQI using Table 4.1. These CQI values

are saved in a database in the EMS/NMS and are updated periodically with

information collected from UE and Pico-eNBs connected to the EMS/NMS.

Step 4: The MME collects UE status periodically (location, required data rate, and

the CQI that they require) from all Pico-eNBs connected to it.

Step 5: The MME saves this information into a database so it can use it later to

decide which Pico-eNB needs to be switched on or off.

Step 6: The EMS/NMS periodically runs the algorithm to determine if any changes

need to be done to the network setup. If multiple solutions meet the conditions

that are required to decide which combination of Pico-eNBs is best at that time,

the algorithm will go towards the combination that requires the least number

of UE handover to maintain the QoS.

Step 7: Any Pico-eNBs need to be switched on/off? If yes, then continue to on/off

Steps 8 to 11, if not, go back to Step 4. It is possible for the CSA to switch

on/off multiple Pico-eNBs at the same time.

Switch ON:

Step 8-a: If the algorithm decides that a Pico-eNB needs to be switched on, then

the EMS/NMS notifies neighboring Pico-eNBs about the new Pico-eNB.

Step 9-a: The EMS/NMS assigns a Physical ID of the new Pico-eNB.

Step 10-a: The new Pico-eNB starts with minimum transmit power level and an-

tenna tilt then starts increasing them, until reaching the desired coverage area.
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Step 11-a: Neighboring Pico-eNBs reconfigure their parameters (transmit power,

coverage area, and antenna tilt) to accommodate the new Pico-eNB. The Pico-

eNB is up and running and ready for UE to connect to it.

Switch OFF:

Step 8-b: If the algorithm decides that a Pico-eNB needs to be switched off, then

the Pico-eNB stops advertising for new UE to connect to it.

Step 9-b: The Pico-eNB starts the handover procedure for all UE to neighboring

sites to avoid dropping any UE and maintain QoS. In some cases, there might be

some dropped UE, which is acceptable as long as the network outage constraint

is not exceeded.

Step 10-b: After all UE are moved to neighboring Pico-eNBs, the EMS/NMS recon-

figures the neighboring Pico-eNBs power, to cover the outage from switching

off that Pico-eNB.

Step 11-b: The Pico-eNB is switched off and the MME and EMS/NMS databases

are updated.

4.4.1.1 Switch On/Off Example

In this section, a switch off example will be explained. Figure 4.8 shows a network

that consists of 7 Pico-eNBs at the centre with an inter-site distance of 350 m. These 7

Pico-eNBs illustrate the Pico-eNBs in the network under study, which are surrounded

by 12 Pico-eNBs representing the neighboring networks. The white area surrounding

each Pico-eNB represents its coverage and is separated by the colored lines. These

lines are not smooth because of the randomness caused by the shadowing (Fs) as

detailed in Section 4.3.1.



76

1

2

3

4

5

6

7

0 200 200 400 600 800
0

200

400

600

800

1000

1200

1400

Sector Assignment

Edge Pico-eNBs

Wanted Pico-eNBs

UE

Figure 4.8: Initial network

Figure 4.8 also shows that Pico-eNBs (2, 3, 4, and 6) have only one UE connected

to them; hence the EMS/NMS will run the centralized switch on/off algorithm to

calculate the feasibility of switching on/off one (or more) of these Pico-eNBs. The

algorithm runs steps 1 through 5 from Figure 4.7 to decide if a Pico-eNB needs to be

switched off. Then, the procedure to switch off a Pico-eNB is executed, as shown in

steps 8-b through 11-b in Figure 4.7. The CSA checks all the possible combinations

of the 7 Pico-eNBs (Ncomb = 27 − 1 = 127) to be turned on/off and finds that the

best network setup that fulfills the requirements is to switch only Pico-eNB (6) off.

The new network setup, after running the centralized switch on/off algorithm and

switching off Pico-eNB (6), is shown in Figure 4.9. As we can see, neighboring Pico-

eNBs (i.e. 3, 5 and 7) are now covering (as much as possible) the area left uncovered
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Figure 4.9: Network after centralized switch on/off algorithm is applied and Pico-
eNB (6) is switched off

from Pico-eNB (6). The same procedure for switching on a Pico-eNB (steps 8-b

through 11-b in Figure 4.7 can be used for adding a new Pico-eNB to the network.

4.4.1.2 Implementing the CSA in a Bigger Network

The CSA has a processing time limitation. When the number of Pico-eNBs in

the network increases, the number of possible combinations increases exponentially

(Ncomb = 2N − 1). Therefore, a work around that problem is needed. In order to

reduce the decision time for the CSA, the network is divided into smaller intersecting

clusters of eNBs. Assuming a triangular lattice is used in the initial network setup,

the network can be divided into clusters of 7 eNBs (i.e. Ncomb = 27 − 1 = 127).

Next, the CSA evaluates each cluster to decide which Pico-eNB to switch on/off, by
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finding all the possible combinations of each cluster. Finally, the CSA decides which

Pico-eNBs to switch on/off for all clusters, but there might be multiple decisions (on

or off) for each of the intersecting Pico-eNBs. If 4 out of 7 of these decisions are to

switch off the eNB, that eNB will be turned off, otherwise being left on.

For example, let us assume we have a network with 37 Pico-eNBs surrounded by

24 edge Pico-eNBs as shown in Figure 4.10 and 4.11. The CSA divides the network

into intersecting groups of 7 Pico-eNBs. If we consider Pico-eNB (21) as an example,

in order for the simulator to decide if that Pico-eNB needs to be switched off, the

CSA is executed for the 7 groups that Pico-eNB (21) falls into (groups 1 to 7 in

Figures 4.10 and 4.11). In this example, let us assume that the output of the CSA

for groups 1 to 3 is to keep Pico-eNB (21) on while the output for groups 4 to 7, is

to switch it off. Since the majority agrees to switch off, then the algorithm goes into

the switch off process. If the decisions were reversed (4 on and 3 off), then Pico-eNB

(21) would remain on or it will be turned on if it was already off. The same decision

process will be applied to all Pico-eNBs in the network.

4.4.2 The Enhanced Centralized Switch On/Off Algorithm

The previous algorithm has a processing time limitation. Table 4.3 shows the time

required by the CSA to decide which Pico-eNB(s) to switch on/off for different num-

bers of Pico-eNBs. The main cause for the time limitation is that the CSA has to find

decisions for all the possible network combinations (Ncomb = 2N − 1) in order to find

which Pico-eNB to switch on/off. Table 4.3 also shows that even if the workaround

proposed in the previous section slightly alleviates the problem, it also deteriorates

the quality of the solution.

To solve this issue, an enhanced switch on/off algorithm (ECSA) is proposed. The

algorithm starts by assuming that UE location is fixed then switches off one Pico-

eNB at a time until it reaches the network’s steady state. Then, the algorithm starts
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Table 4.3: Processing time of the CSA for 500 - 1500 UE in the network

No. of Rings 1 2 3 4 ...

No. of Pico-eNBs 7 19 37 61 ...

No. of Combinations 127 524288 1.37× 1011 2.8× 1018 ...

No. of Clusters of
7 Pico-eNBs

1 19 37 61 ...

No. of Possible Clus-
ters

1 133 259 427 ...

Time for CSA to get
a decision

3.5 - 7 sec 8 - 16 min 15 - 30 min 25 - 50 min ...

switching on/off Pico-eNBs to follow the movement of UE during the day. The ECSA

steps are shown in Figure 4.12 and explained below. The main difference between

CSA and ECSA is in the process of finding which Pico-eNB to switch on/off which

starts at step 6 in the algorithm. Steps 1 to 5 are identical in both algorithms.

Step 6: The EMS/NMS periodically runs the algorithm to determine if any changes

need to be done to the network setup. Is there a Pico-eNB to switch on/off? If

yes, go to step 7, if not go back to step 4.

Switch OFF: The enhanced switch on/off algorithm finds which Pico-eNB meets

the requirements to switch off. These requirements are:

• Pico-eNB has the lowest throughput which makes it easier to handover UE

connected to that Pico-eNB to neighboring Pico-eNBs.

• Number of user affected by the switch off should be kept to a minimum.

In our case, we considered 10% although other values can be considered.

• Network outage caused by switching off that Pico-eNB is less than or equal

to 1%. Overall network outage should be minimal which is important to
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Figure 4.12: The enhanced centralized switch on/off algorithm

maintain the desired QoS.

It is important to note that these values can be changed by the network provider
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so that different objectives can be met. For example, if no outage are permitted,

then the value for the network outage can be set to 0. However, it is important

to remember that our goal is to achieve a tradeoff between the throughput

and the energy consumed. So even if switching off a Pico-eNB might cause a

slight degradation in the throughput of the network, the saved energy might

still improve the value of the TEPB. If multiple Pico-eNBs meet the conditions

that are required to decide which Pico-eNB to switch off, the algorithm selects

the Pico-eNB that minimizes the TEPB.

Switch ON: In order for the enhanced switch on/off algorithm to find which Pico-

eNB to switch on, it searches for a switched off Pico-eNB that is closest to the

Pico-eNB with the highest traffic load. If the algorithm finds a switched off

Pico-eNB in that area, the algorithm goes to the next step.

Step 7: After the enhanced switch on/off algorithm decides which Pico-eNB to

switch on or off, the switch on/off process will begin. If a Pico-eNB needs to be

switched off, then it stops accepting new UE and hands over the UE to neighbor-

ing Pico-eNBs and switches off. The EMS/NMS then reconfigures neighboring

Pico-eNBs to accommodate the outage of switching off that Pico-eNB. On the

other hand, when a Pico-eNB needs to be switched on, the EMS/NMS notifies

neighboring Pico-eNBs about the new Pico-eNB, which starts with minimum

power level then starts increasing it at the same time, neighboring Pico-eNBs

reconfigure their parameters to accommodate the new Pico-eNB. The switch

on/off processes were discussed in more details in Section 4.4.1.

As the process of finding which Pico-eNB to be switched on/off takes some time,

and in order to reduce the overhead, the algorithm runs periodically in the background

in the EMS/NMS. Hence, it is impossible to create a system that can change at the

same rate as UE change. The ECSA uses the statistical information saved by the
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MME in step 5 to generate a snapshot of UE locations at a specific time, which is

used in the decision of switching on/off Pico-eNBs. Therefore, the real time change

in UE location, direction, or speed does not affect the decision of the ECSA.

4.5 UE Distribution and Mobility Model

In this section, the mobility pattern used in simulations to evaluate both algorithms

(CSA and ECSA) is discussed. One of the most important issues to take into ac-

count when creating a simulation environment in LTE networks is to correctly model

the behavior of UE movement. The main problem of modeling the behavior of UE

belonging to a mobile network is the lack of a unique or straightforward solution.

Although the switch on/off algorithm should not rely on the type of UE distribu-

tion, three different types of UE distributions were used to enforce that point. These

distributions were Gaussian, uniform and Manhattan UE distributions. For Gaus-

sian and uniform UE distributions, every time the UE are expected to move, new UE

locations are generated (using these distributions), while in the Manhattan model,

the UE mobility is based on speed and direction change as will be explained in more

details in the following sections.

4.5.1 Gaussian Distribution

The Gaussian distribution was used in some simulations to test the effect of UE con-

centration at some locations in the network as the random distribution is bell-shaped.

The probability density function of the Gaussian distribution can be calculated by

Equation (4.28).

f
(
x|µ, σ2

)
=

1√
2σ2π

e−
(x−µ)2

2σ2 (4.28)

Where:
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• µ is the mean and center of the distribution.

• σ is the standard deviation of the distribution.

• σ2 is the variance of the distribution.

4.5.2 Uniform Distribution

Another practical UE distribution, is the uniform distribution. This distribution can

be used to simulate UE movement during the day, when UE are randomly distributed

over the network with no specific points of concentration. Also, UE can be distributed

with no constraint other than that it is contained in the distribution’s support range

(network area), as shown in Equation (4.29).

f(x) =


1

max−min for x ∈ [min,max]

0 otherwise

(4.29)

Where:

• min and max, are distribution minimum and maximum values.

4.5.3 Manhattan Mobility Model

The Manhattan model was used to create urban mobility scenarios [89]. The simu-

lation area is divided into uniform block sizes with two-way streets (one lane in each

direction) as shown in Figure 4.13. The darker squares represent the downtown area,

which has a different speed range compared to the surrounding areas (white squares).

A random mobility model for UE movement in two dimensions was used. The

speed (v), acceleration (a) and direction (θ) changes are probabilistic. Two stochas-

tic processes were used to determine when the speed and direction of a UE will

change [90].
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Figure 4.13: Network setup and UE movement

4.5.3.1 Speed Change

In order to model the speed behavior of UE, target speeds and acceleration were

assigned for each UE. The UE starts with an initial constant speed v until a new

random target speed is chosen. The UE accelerates or decelerates until it reaches the

new desired speed. Each UE at time t has three defined parameters:

• current speed v(t) in m/s.

• current acceleration a(t) in m/s2.

• target speed vnew(t) in m/s.
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In addition, each UE is defined by three static speed parameters, whose value

depends on whether they fall in the downtown or surrounding area:

• maximum speed vmax.

• set of preferred speeds {vpref0, vpref1, vpref2, ...}.

• maximum and minimum values for acceleration.

4.5.3.2 Direction Change

The concept of direction is similar to the speed change. Each UE has an initial

direction θ (t = 0) chosen from a uniform distribution, and the same distribution will

be used to choose a new direction for each UE at time t∗, as shown in Equation (4.30).

p(θ) =
1

π
; 0 ≤ θ < π (4.30)



Chapter 5

Simulation Results and Analysis

In this chapter, we explain in details the system-level simulator developed to generate

the results used to evaluate the CSA and the ECSA algorithms. Then, a comparison

between the two algorithms is simulated and the results are examined. Finally, the

ECSA is compared with a similar switch on/off algorithm from the literature.

5.1 System-Level Simulator

To ensure accurate results when testing, applying and comparing different algorithms,

a realistic simulation platform is needed. In Chapter 4, we discussed the details on

how to model the wireless channel between the eNB and the UE. We designed a

system-level simulator that evaluates the performance of the downlink of an LTE

network based on the guidelines given by the 3GPP group [1].

There are several LTE network simulators available online but one stands out

above all other simulators: Vienna LTE system level simulator [91], designed in MAT-

LAB. The main purpose of said simulator is to evaluate the network performance for

new cell planning and scheduling algorithms. Simulating every aspect of the link be-

tween the UE and eNB (as they did) is impractical for switch on/off algorithms due to

the vast amount of computational power required. Thus, we designed a system-level

87
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simulator that uses similar procedures to simulate an LTE network, while replacing

some of the functions that were unrelated to our field of study with simplified mod-

els that capture the essential features of these functions with high accuracy and low

complexity.

Our simulator outputs trace files containing throughput, network CQI, network

outage, number of eNBs on/off, locations of UE and TEPB, as figures of merit. We

defined a region of interest (ROI) in our simulation in which eNBs and UE are posi-

tioned. The UE movement and transmission of the downlink is only simulated within

the ROI. The simulation length was measured in transmission time interval (TTI),

where every TTI equals 1 msec. Given the number of rings (Nr) in the network, the

total number of eNBs (NeNBs) can be calculated with Equation (5.1). The simulator

flow follows the pseudo-code shown in Algorithm 1. To validate the performance of

our system-level simulator, different modules were tested and compared with Vienna’s

simulator to insure correct results are achieved, such as UE to eNB allocation, UE

scheduling, network throughput and SINR map calculation. Furthermore, multiple

network scenarios with 1 and 2 rings of Macro-eNBs at the centre of the network

and 100 and 500 UE uniformly distributed were simulated in both Vienna’s and our

simulator. The results show that both simulators behave similarly.

NeNBs =

(
Nr∑
i=1

(i× 6)

)
+ 1 (5.1)

In Chapter 4, we introduced two switch on/off algorithms (CSA and ECSA). The

process of finding which eNB to switch on/off depends on the type of algorithm used

in the simulation. The simulation of these algorithms is discussed in the two following

subsections.
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Algorithm 1 System level simulator

1: Input:
2: I, J, P , ISD, eNBtype, ROI
3: Output:
4: TEPB
5: TEPB ← 0
6: for each simulated TTI do
7: if TTI = 0 then . Beginning of simulation
8: 1- Find initial SINR map
9: 2- Find initial UE locations
10: else if Time to run CSA/ECSA ‖ UE location changed then
11: . eNBson: is a set of all currently active eNBs
12: Run the CSA/ECSA
13: else
14: Find Network throughput (Netthr)
15: TEPB ←

(
(eNBson · P )/Netthr

)
16: end if
17: end for
18: return TEPB

5.1.1 CSA Simulation

As explained in Section 4.4.1, with the increase in the number of eNBs in the system,

the CSA has a processing time limitation. In order to reduce the run time for the

CSA, the network was divided into smaller intersecting clusters of eNBs. The CSA

then evaluates each cluster to decide which eNB(s) to switch on/off by finding all

possible combinations of each cluster. If 4 out of 7 of these decisions are to switch

off the eNB, then that eNB will be turned off, otherwise it will remain on. The same

decision process will be applied to all eNBs in the network. For more details, refer to

Section 4.4.1.2.

5.1.2 ECSA Simulation

In this section, the ECSA part of our system-level simulator is explained. We will

assume the same network setup as in Figure 4.10. In order for the simulator to find
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which Pico-eNB to switch on/off using the ECSA, the simulator starts with all Pico-

eNBs on and UE in initial locations. The simulator runs the ECSA to calculate the

feasibility of switching on/off a Pico-eNB that matches the requirements discussed in

Section 4.4. Then, the simulator switches off one Pico-eNB at a time until it reaches

the steady state network setup, which means that no more Pico-eNBs can be switched

off for that specific UE distribution. This step can be done by the network operators

at the time that they have the lowest traffic, in order to get a good starting point for

when the UE number/location start to change. After the ECSA reaches the steady

state network setup, it starts switching on/off Pico-eNBs based on the movement of

UE. The UE locations start to change based on the type of mobility model chosen.

The simulator then takes a snap shot of the new UE locations periodically (every

5 sec (5000 TTI)) and runs the ECSA to switch on/off a Pico-eNB at a time based

on these new locations.

5.2 CSA Simulation Results and Analysis

5.2.1 Simulation Setup

A network layout with Pico-eNBs is simulated using the system-level simulator ex-

plained in the previous section. As shown in Figure 5.1, the simulated network consists

of 37 Pico-eNBs with an inter-site distance (ISD) of 350 m, and these Pico-eNBs are

surrounded with 24 Pico-eNBs to simulate the edge effect of the network.

The network topology consists of a standard set of low power Pico-eNBs with

omni-directional antennas. The CSA can be applied for any UE distribution. To

test the performance of the CSA, UE are assumed to be Gaussian distributed with

a standard deviation σ = 125 and mean (µ) which is equal to the centre of the

UE distribution. We assume that the base station antenna height is fixed at 15 m
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Figure 5.1: Simulation setup to calculate the effect of distance between the centre
of the network and UE’s grouping

above the rooftop, and a carrier frequency of 2 GHz is used. The default simulation

parameters are summarized in Table 5.1. The throughput per eNB (in Mbps) can be

calculated with Equation (5.2).

5.2.2 Evaluation of the Range Effect on the CSA

To simulate UE distribution movement throughout the day, the simulation is repeated

for different UE distribution centers (µ) moving from the centre to the edges of the

network, as shown in Figure 5.1. The reason for choosing those two UE’s movement

directions is to evaluate the effect of UE movement from one network cluster to the

neighboring network cluster.
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Table 5.1: Simulation parameters to evaluate the CSA

Parameter Setting

Macro-eNB ISD 900m

Pico-eNB ISD 350m

No. of Pico-eNBs 37

No. of Combinations per Group 127

No. of UE 500

No. of RBs per UE 10

Pico-eNB Tx Power 36 dBm

Macro-eNB Tx Power 46 dBm

Thermal Noise -174 dBm/Hz

UE Distribution
Gaussian distribution σ = 125

at the centre of the network

Bandwidth 20 MHz at 2 GHz carrier frequency

Antenna Height 15 m

Traffic Model Full buffer, full load

5.2.2.1 Methodology for the Evaluation of the Range Effect

In order to evaluate the performance of our model, 3 different scenarios are evaluated.

The first scenario simulates a network having only Macro-eNBs. A Macro-eNB with

an ISD of 900 m is placed at the centre and surrounded with 7 Macro-eNBs to simulate

the edge effect. This scenario will provide the baseline performance for Macro-eNB

networks.

In the second scenario, the simulation is run the same way as in scenario 1 except

that the Macro-eNB is replaced with 3 rings of Pico-eNBs (as shown in Figure 5.1)

with an ISD of 350 m. In this scenario, all Pico-eNBs are turned on.
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Finally, the third scenario is using the same network setup as in the second scenario

but this time, the proposed CSA is used. The EMS/NMS decides which Pico-eNB

will turn on/off to fulfill the requirements discussed in Section 4.4. The algorithm

will run in the background of the EMS/NMS to generate the network setup that best

meets the requirements. The algorithm can be triggered by the network operator

every 30 minutes to minimize the TEPB of the network.

The UE’s distribution centre changes every 5 sec (5, 000 TTI). The simulation

was repeated 10 times because each simulation represents a UE distribution at a

different location in the network and 73 UE center of distribution locations were used

(36 moving to the right edge and 37 moving to the upper edge). The simulation was

used produce the results which presents the effect of changing the range between the

UE and centre of the network on TEPB.

The SINR maps for all Pico-eNBs combinations and with only one Macro-eNB are

generated. Because frequency and network area in this thesis are constants, to sim-

plify the results, the TEPB unit was changed from Watts/bps/Hz/m2 (Equation 4.1)

to Joules/bit. Using Equation (5.2), the algorithm calculates the throughput for ev-

ery UE, then it will calculate the average network throughput.

Throughput(bps) = TBS ·NTB · Sfps (5.2)

Where:

• TBS is the Transport Block Size (bits) / Subframe

• NTB is the Number of Transport Blocks / Subframe

• Sfps = 1000 Subframes / Sec
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Figure 5.2: Sample simulation to simulate 500 UE moving from centre to the upper
edge of the network

5.2.2.2 Results for the Evaluation of the Range Effect

In this section, an example is given to clarify the process that the CSA follows to find

which Pico-eNBs to switch on/off which will help in understanding the simulation

results discussed after. As explained in Section 5.1.1, to reduce the processing time

of the CSA, the whole network is divided into clusters of 7 Pico-eNBs. In Figure 5.2,

UE are moving towards the upper edge of the network and the CSA decides which

Pico-eNBs to switch on/off. When the UE distribution centre (µ) starts at the centre

of the network, as shown in Figure 5.2a, the CSA finds that all Pico-eNBs in that

cluster need to be switched on. When the UE start moving away from the centre of
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the network (µ distance at 70 m from network centre), the CSA finds that Pico-eNB

(2) needs to be switched off. Then, as the UE keep moving from the centre to the

upper edge of the Pico-eNB cluster, in Figure 5.2c, the CSA finds that Pico-eNBs

(2) and (6) need to be switched off. When the UE reach the edge of the Pico-eNB

cluster shown in Figure 5.2c, the CSA considers the UE entering the next Pico-eNB

cluster as shown in Figure 5.2d (µ distance at 210 m from network centre). The CSA

runs and finds that Pico-eNB (5) in that cluster needs to be turned off. The same

procedure can be applied to UE distribution moving in any direction.

Keeping in mind the concept explained in the above example, the simulation

results follow. When running the simulation with only one Macro-eNB at the centre

of the network, the TEPB starts at 15.14× 10−12 Joules/bit, as shown in Figures 5.3

and 5.4. This is actually the lowest TEPB that can be achieved as users are very

close to the Macro-eNB located at the centre. As users are moving away from the

centre of the network, the average network throughput starts to decrease to zero

when it reaches out of the range of the Macro-eNB which leads to an increase in

the TEPB towards infinity. On the other hand, when replacing the Macro-eNB with

37 Pico-eNBs to cover the same area, the TEPB fluctuates between 1.45 × 10−12

and 2.2785 × 10−12 Joules/bit when users are moving towards the upper edge of

the network, and between 1.43 × 10−12 and 3.23 × 10−12 Joules/bit when users are

moving towards the right edge of the network. The fluctuation in TEPB happens

as UE move away from the centre of the network. It is observed that the TEPB

increases as UE move away from the centre of the network but when the UE get

closer to a nearby Pico-eNB, the TEPB starts to decrease again. That is due to the

decrease in the throughput as the UE move away from the centre of the network.

The simulation results presented in Figures 5.3 and 5.4, show the effectiveness of

replacing a Macro-eNB with a large number of Pico-eNBs. By using several Pico-

eNB, the TEPB remains relatively constant since the distance between the user and
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Figure 5.3: TEPB of Macro-eNB vs all Pico-eNBs on for UE moving from centre
to the upper edge of the network
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Figure 5.4: TEPB of Macro-eNB vs all Pico-eNBs on for UE moving from centre
to the right edge of the network

the base station is kept relatively small.

Finally, the simulation was repeated with the CSA in the EMS/NMS to decide the

network setup that provides the best performance, according to the requirements ex-

plained in Section 4.4. As we can see from Figures 5.5 and 5.6, the TEPB is improved

when the proposed algorithm is used. More precisely, the TEPB fluctuates between
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Figure 5.5: Simulation results for UE’s centre of distribution moving from centre to
the upper edge of the network
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Figure 5.6: Simulation results for UE’s centre of distribution moving from centre to
the right edge of the network

1.19×10−12 and 1.73×10−12 Joules/bit and 1.17×10−12 and 2.28×10−12 Joules/bit

when UE move towards the upper and right edge of the network respectively. Com-

paring Figures 5.5 and 5.6 with Figures 5.3 and 5.4 also show that using the CSA

improves the TEPB compared to a network with only one Macro-eNB at its centre.

Figure 5.6 also shows a big difference in performance between all Pico-eNBs on and
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Table 5.2: Power consumption for all three scenarios

Scenario Average Power Consumption

Only Macro-eNB 1800 W

37 Pico-eNBs ON 1295 W

CSA 1120 W

using the CSA between 300 - 325 m away from the centre of the network. The reason

for that difference is the high interference and power consumption caused by having

all Pico-eNBs on. Figures 5.3 - 5.6 also show that the 95% confidence intervals are

grouped tightly around the TEPB.

Another advantage of using the CSA is saving power consumption to run these

eNBs. Table 5.2 shows that, while using one Macro-eNB, the total power consumption

for the network under study is 1800 W. The total network power consumption reduces

to 1295 W when the Macro-eNB is replaced with 37 all on Pico-eNBs. The simulation

also shows an improvement in total network power consumption when the CSA is

introduced, as the total power consumption becomes 1120 W.

5.2.3 Evaluation of the Effect of UE Number on the CSA

To simulate the effect of changing the number of UE throughout the day on the CSA,

the simulation was repeated for different numbers of UE, as shown in Figure 5.7. The

value of µ was chosen at the centre of the network, in order to simulate a UE hot

spot (downtown during rush hour).
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Figure 5.7: Simulation to simulate the effect of the number of UE on the CSA

5.2.3.1 Methodology for the Evaluation of the UE Number Effect

Another simulation was constructed to evaluate the performance of the CSA by chang-

ing the number of UE in the network. A similar network setup to the previous scenar-

ios was used in this simulation. The CSA was evaluated for 500, 1000 and 1500 UE

which were Gaussian distributed at the centre of the network. The simulation starts

with all Pico-eNBs turned on, while the CSA runs in the background. When the CSA

finds the best network setup, i.e. which Pico-eNBs to switch on/off, the EMS/NMS

starts the switch on/off procedure discussed in Section 4.4. Each simulation takes

approximately 30 minutes, so the same simulation was repeated 15 times to generate
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Figure 5.8: Simulation results for 500, 1000 and 1500 UE at the centre of the
network

the results of changing the number of UE in the network.

5.2.3.2 Results for the Evaluation of the UE Number Effect

When starting the simulation with all Pico-eNBs on with 500, 1000 and 1500 UE

at the centre of the network, the TEPB starts at 3.57 × 10−12, 2.5 × 10−12 and

2.19×10−12 Joules/bit respectively, as shown in Figure 5.8. At 100 sec (100, 000 TTI),

the CSA decides which Pico-eNBs to switch on/off, then the EMS/NMS applies the

network changes. The simulation shows the improvement in the TEPB, as it decreases

to 2.19× 10−12, 1.54× 10−12 and 1.21× 10−12 Joules/bit for the three values of UE

respectively. The decrease in the TEPB is due to the power saved from switching

off some Pico-eNBs and the increase in the average network throughput. The latter

is caused by the decrease in the interference from the switched off Pico-eNBs. The

results were compared with a network with only one Macro-eNB serving the same

network area. The TEPB for all three numbers of UE were 14.99×10−12, 15.79×10−12

and 17.43 × 10−12 Joules/bit respectively. The CSA shows a superior performance
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compared to the case of a network with all Pico-eNBs on and the case of a network

with only Macro-eNB.

The CSA decision is made by dividing the network into clusters of 7 Pico-eNBs

and searching for all possible combinations of all Pico-eNBs in each cluster in order

to find which Pico-eNBs to switch on/off. The CSA finds the set of Pico-eNBs that

need to be switched on/off to minimize the TEPB, after which the new network

setup is applied and Pico-eNBs are switched on/off accordingly. The drawback of

such procedure is the processing time, as with the increase in the number of Pico-

eNBs, the number of possible combinations increases exponentially. Therefore, we

proposed another switch on/off algorithm called ECSA, which will be evaluated in

the following sections.

5.3 ECSA Simulation Results and Analysis

In this section, simulations were constructed to evaluate the performance of the ECSA.

As explained in Section 5.1.2, the ECSA starts with all Pico-eNBs on and UE in

initial locations. The ECSA searches for a Pico-eNB to switch off, then switches off

one Pico-eNB at a time until the ECSA reaches the steady state network setup. Next,

the ECSA decides which Pico-eNB to switch on/off based on a snap shot of the new

UE locations.

5.3.1 Simulation Setup

A network layout with Pico-eNBs was simulated using our system-level simulator.

The network is made up of 61 Pico-eNBs (i.e. NeNBs = 61) divided into 4 rings,

surrounded by another ring of 30 Pico-eNBs. The outer ring is only used to simulate

the edge effect of a network, as shown in Figure 5.9. Pico-eNBs are separated by an

ISD of 350 m, although the ECSA can be applied for any Pico-eNB locations in the
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Figure 5.9: E-UTRAN network architecture with only Pico-eNBs

network.

The network topology consists of a standard set of low power Pico-eNBs with

omni-directional antennas. Although the ECSA can be applied for any UE distribu-

tion, the Manhattan mobility model was used to create urban UE mobility scenarios

as explained in Section 4.5.3. Figure 5.10a and Figure 5.10b show an example network

setup with 500 and 2000 UE respectively. The simulation parameters are summarized

in Table 5.3.

5.3.2 Sample Simulation Run

In this section, an example of a detailed simulation is explained to show how the

ECSA behaves over time in order to minimize the TEPB as users are moving within
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Figure 5.10: Simulation setup for evaluating the effect of the number of UE on the
ECSA

Table 5.3: Simulation parameters to evaluate the ECSA

Parameter Setting

Pico-eNB ISD 350 m

No. of Pico-eNBs 61

No. of edge Pico-eNBs 30

No. of UE 500, 1000, 1500, 2000

No. of RBs per UE 10

Pico-eNB Tx Power 36 dBm

Thermal noise -174 dBm/Hz

UE Distribution Manhattan Mobility Model

Bandwidth 20 MHz at 2 GHz carrier frequency

Antenna Height 15 m

Traffic model Full buffer, full load

the network. A network setup similar to the one shown in Figure 5.9 is used in this

example. The simulation starts with all Pico-eNBs on and static UE locations. The
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Figure 5.11: Simulation sample for the ECSA for 500 UE

EMS/NMS runs the ECSA to calculate the feasibility of switching on/off a Pico-

eNB that matches the requirements discussed in Section 4.4. The algorithm keeps

switching off one Pico-eNB at a time until it reaches the steady state network setup

(see P (1) in Figure 5.11) for that UE distribution. This steady state network setup is

the starting point for the ECSA to switch on/off Pico-eNBs based on the movement

of UE.

The UE locations is always changing according to the Manhattan mobility model.

The EMS/NMS runs the ECSA periodically, every 5 sec (5000 TTI), and takes a

snap shot of the UE distribution and checks if a Pico-eNB needs to be switched

on/off. At P (2) in Figure 5.11, the UE locations change which causes a decrease in

network throughput and in return the TEPB increases. The ECSA accommodates

that decrease in throughput by finding a Pico-eNB to switch on. The next time the

EMS/NMS runs the ECSA, it decides that a different Pico-eNB needs to be switched

off which causes the TEPB to decrease. At P (3), the TEPB increases slightly, which

is caused by the change in UE distribution over time. The algorithm finds a Pico-eNB

to switch on, which stops the increase in the TEPB, and continues with the same
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network setup until the algorithm runs again at P (4).

This sample simulation showed the steps that the ECSA follows to minimize the

TEPB. The ECSA starts with a network with all Pico-eNBs on, then switches off

one Pico-eNB at a time to achieve the steady state network setup (minimum TEPB

for that UE distribution). After the steady state network setup is achieved, the

fluctuations in the TEPB is due to switching on/off Pico-eNBs based on UE movement

throughout the network. It can be observed that the TEPB value stays close to the

steady state value.

5.3.3 Evaluation of the Effect of UE Number on the ECSA

The performance of the ECSA was evaluated by a simulation similar to the one

discussed in the previous section. The ECSA was evaluated for 500, 1000, 1500 and

2000 UE randomly distributed in the network.

The simulation runs with all Pico-eNBs turned on, while the ECSA runs in the

background. The ECSA keeps switching off Pico-eNBs until it finds the best network

setup for the starting UE locations. The ECSA uses the resulting network setup

as an initial point, at which it will run the algorithm periodically to switch on/off

Pico-eNBs based on the change in UE distribution.

To simulate the change in the number of UE throughout the day, the simula-

tion was repeated for different numbers of UE (500, 1000, 1500, and 2000). Each

simulation was run for 800 sec (800, 000 TTI) and was repeated 20 times.

When starting the simulation with all Pico-eNBs on with 500, 1000, 1500 and 2000

UE initial locations, the network TEPB is 1.93×10−12, 1.67×10−12, 1.64×10−12, and

1.48×10−12 Joules/bit respectively. At time = 200 sec, the ECSA reaches the steady

state network setup for all sets of UE. After the steady state network setup is achieved,

the ECSA is ready to adapt the network based on the UE movement (Manhattan

mobility model) throughout the day. The fluctuation shown in Figure 5.12 happens
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Figure 5.12: Simulation results for 500, 1000, 1500, 2000 UE at the centre of the
network

because the ECSA is turning on/off Pico-eNBs to adapt to UE distribution change

throughout the simulation. Figure 5.12 also shows the average network TEPB to be

1.69×10−12, 1.56×10−12, 1.37×10−12 and 1.2×10−12 Joules/bit for 500, 1000, 1500

and 2000 UE respectively.

With lower numbers of UE, some Pico-eNBs can be underutilized but cannot be

turned off because they were not able to hand off their UE to any neighboring Pico-

eNB. This underutilization can lead to a decrease in TEPB with the increase of the

number of UE in the network, as seen in Figure 5.12.

5.3.4 CSA vs. ECSA

In order to evaluate the performance of the CSA and ECSA, a simulation that com-

pares both algorithms was performed. A network consists of 37 Pico-eNBs with an

ISD of 350 m, and these Pico-eNBs are surrounded with 24 Pico-eNBs to simulate

the edge effect of the network as shown in Figure 5.13.

The CSA was used to search for the best network setup for Gaussian distributed
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Figure 5.13: Simulation setup for evaluating the performance of CSA and ECSA
for 500 UE

UE at the centre of the network. The CSA had a time limitation as it had to divide

the network into clusters of 7 Pico-eNBs and search for all possible combinations of

all Pico-eNBs in each cluster to decide which Pico-eNBs to switch on/off, as explained

in Section 5.1.1.

The simulation was repeated for three different scenarios: all Pico-eNBs on, CSA,

and ECSA. The first scenario is run without a switch on/off algorithm. For the

second and third scenarios, testing the CSA and ECSA, both simulations start with

all Pico-eNBs turned on. The CSA runs in the background until it finds the network

setup needed for that UE distribution. Then, Pico-eNBs are simultaneously switched

on/off to update the network setup. On the other hand, in the third scenario, the

ECSA runs in the background and keeps switching off Pico-eNBs until it finds the

best network setup to match the UE distribution.

To compare the performance of the CSA and ECSA, a network with 500 stationary

UE with Gaussian distribution at the centre of the network was simulated. Each

simulation was run for 16 min and was repeated 20 times. The UE were stationary,
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Figure 5.14: Simulation results: CSA vs ECSA

which means that once both algorithms find the set of Pico-eNBs to switch on/off,

the network TEPB value will be constant. Furthermore, the CSA processing time is

around 15 min. As a result, the simulation was run only for 16 min.

Figure 5.14 shows the network TEPB for all three scenarios. When starting the

simulation in all scenarios at time 5 sec and with all Pico-eNBs on, the network

TEPB was 2.11× 10−12 Joules/bit. Then for scenario 1, the TEPB remains constant

throughout the simulation since all Pico-eNBs are kept on.

As explained in Section 4.4.2, the CSA requires 15-30 minutes to decide which

Pico-eNB to switch on/off. Therefore, in this simulation the CSA scenario was exe-

cuted and the CSA found the best network setup that matches the UE distribution

and simultaneously switched on/off Pico-eNBs according to that. At 15 min, the

new network setup runs with 30 Pico-eNBs on and the network TEPB decreases to

1.61× 10−12 Joules/bit.

Finally, in the third scenario, the ECSA runs every 5 sec to find which Pico-eNB

to switch on/off to accommodate the current UE distribution. Therefore, at time

10 sec, the ECSA searches for which Pico-eNB to switch off and turns it off. At time
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15 sec, the network TEPB starts decreasing until the enhanced algorithm finds the

steady state network setup at 140 sec. The steady state network TEPB continues at

0.87× 10−12 Joules/bit with 18 Pico-eNBs on.

In Section 5.3.3 (Figure 5.8), the simulation of a similar network was executed,

with only a Macro-eNB at the centre and 500 UE. The TEPB for that network

was found to be 15 × 10−12 Joules/bit. All the above mentioned scenarios show an

improvement in the TEPB of the network compared with a Macro-eNB network. The

ECSA was able to switch off more Pico-eNBs than the CSA, 18 and 30 Pico-eNBs

remaining on respectively. This difference was due to the way the CSA divides the

network into groups of 7 Pico-eNBs, which was explained in Section 5.1.1.

It is worth noting in Figure 5.14 that the processing time of the CSA is greater

than the ECSA’s. The time axis was broken between 3 and 14 min because the

values were constant during that period. This simulation shows that while the CSA

is searching for which Pico-eNBs to switch on/off, the ECSA has already reached the

steady state and is running at low TEPB. That is another advantage of the ECSA

over the CSA. Although it can adapt to sudden changes since the algorithm is run

every 5 seconds, the ECSA is considered a static switch on/off algorithm because

the time needed for physically switching on/off a Pico-eNB is long (a few minutes).

This is significant as by the time the Pico-eNB is physically switched on/off, the UE

location might have changed, rendering that decision obsolete.

5.3.5 ECSA vs. Two Algorithms from Literature

In this section, we compare the ECSA with two static switch on/off algorithms from

the literature. The first algorithm is a greedy-drop algorithm [26] and the second is

a greedy-add algorithm [44]. As explained in Section 3.2.2, the decision making in

static switch on/off algorithms is done offline and based on a snapshot of UE locations

at a certain time.
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The greedy-drop algorithm in [26] starts by assuming that all eNBs are on and

that UE are connected to the eNB that provides the best SNR. It is worth noting that

the ECSA begins in the same manner but that UE are connected instead to the eNB

that provides the best SINR, not SNR. When the greedy-drop algorithm starts, it

searches for the eNB with the lowest traffic load and tries to handover UE connected

to that eNB to neighboring eNBs. If the handover was successful, then it searches for

the next eNB and repeats the same process. The algorithm stops once a UE cannot

be handed over (dropped) to any neighboring eNB. The new network setup is applied

to the current network and the same process is repeated periodically.

Similar to the greedy-drop algorithm, the greedy-add algorithm in [44] starts with

a network in which all eNBs are on and all UE are connected to the eNB that provides

the best SNR. That step is necessary to obtain the current load of each eNB and the

number of UE connected to it, in order to sort eNBs based on their current load

(highest to lowest). Then, the algorithm starts with the assumption that all eNBs

are switched off and that all UE are not connected. Then, it searches for the eNB

with the highest load and turns it on. UE are connected to that eNB until it reaches

its maximum allocated bandwidth. The same process is repeated until all UE are

connected to an eNB.

In both algorithms, an outage of 1% was allowed (similar to the ECSA) and a

fixed data rate (500 kbps) was used. Also, they assumed that the spectral efficiency

was calculated based on the SNR between the UE and the eNB. Therefore, the band-

width was calculated with w = log2(1 + SNR). In the ECSA, we calculated the UE

throughput using Equation 5.2, which is based on the CQI (which is itself based on

SINR) for each UE as discussed in Section 4.3.3.
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5.3.5.1 Simulation Setup

The ECSA is compared to the greedy-drop and greedy-add algorithms mentioned

above and the results (with 95% confidence interval) are illustrated in Figure 5.15

and 5.16. To generate the results, a simulation with a network consisting of 61 Pico-

eNBs that covers 4 km2 was implemented. The simulation was repeated 10 times and

was evaluated for 500, 1000, 1500 and 2000 UE uniformly distributed in the network.

The simulation parameters are summarized in Table 5.4.

Figure 5.15 presents the percentage of Pico-eNBs switched off in the network

for different numbers of UE. For 500 UE in the network, ECSA and greedy-drop

algorithms behave similarly. While, the greedy-add algorithm switches off less number

of Pico-eNBs. Nevertheless, when the number of UE in the network increases (1000,

1500 and 2000 UE), the proposed algorithm outperforms both algorithms by switching

off up more Pico-eNBs (8% more than greedy-drop algorithm and 4% more than

greedy-add algorithm).

Figure 5.16 presents the network TEPB for all three algorithms. For 500 UE

in the network, the ECSA and greedy-drop algorithm outperform the greedy-add
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Table 5.4: Simulation parameters to compare ECSA with greedy-drop and greedy-
add algorithms

Parameter Setting

Pico-eNB ISD 350 m

No. of Pico-eNBs 61

No. of edge Pico-eNBs 30

No. of UE 500, 1000, 1500, 2000

No. of RBs per UE 10

Pico-eNB Tx Power 36 dBm

Thermal noise -174 dBm/Hz

UE Distribution Uniformly distributed

Bandwidth 20 MHz at 2 GHz carrier frequency

Antenna Height 15 m

Traffic model Full buffer, full load
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algorithm, 1.169 × 10−12 Joules/bit compared to 1.184 × 10−12 Joules/bit for the

greedy-add algorithm. That difference is due to the number of Pico-eNBs switched

off by the ECSA and greedy-drop algorithm is slightly larger than the greedy-add

algorithm. Furthermore, when the number of UE in the network increases, the ECSA

surpasses both algorithms by maintaining a lower TEPB. The better results shown

by the ECSA are due to the fact that the algorithm takes into account different UE

throughput requirement based on the path-loss between the UE and the Pico-eNB, as

discussed in 4.3.1. Another reason for the ECSA’s better TEPB is the fact that it was

able to switch off more Pico-eNBs, as shown in Figure 5.15. The improvement is due

to the fact that both algorithms (greedy-drop and greedy-add) use a fixed data rate

(500 kbps) based on the SNR values while in the ECSA, the data rate is calculated

based on the CQI (SINR) value for each UE. Furthermore, the improvement is caused

by the fundamental approach difference between the three algorithms, as explained

in the beginning of this section.



Chapter 6

Conclusion and Future Work

In this chapter, we conclude the thesis and summarize the main contributions and

results. Then, we introduce a list of possible future work that can be applied to the

current research to further enhance the ECSA.

6.1 Conclusion

In this thesis, the idea of adaptive coverage is exploited to reduce power consumption

in LTE networks while providing users with the promised high data rates envisioned

in LTE networks. As a means of satisfying this growing demand, researchers are

trying to solve two important problems: (1) providing the spectrum resources as

needed by high data rate users, and (2) supplying the required spectrum at reasonable

power consumption in the context of green ICT and profit maximization. The latter

is important since service providers are trying to minimize the power required to

operate their network. To tackle these two conflicting objectives, a new metric is

defined: the total energy per bit (TEPB). This metric takes into consideration both

aspects simultaneously.

By observing a network area with a large number of cells that share the same

bandwidth over a long period of time, the amount of power used in order to deliver

114
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a certain number of bits to the users can be measured. The function of the new

metric, TEPB, is to help in evaluating/comparing the performance of algorithms and

measure the greening of any networks.

In order for Macro-eNBs to deliver high data rates to every spot that they cover,

network operators have two options: using higher transmission power, which is im-

practical, or reducing the distance between the UE and the eNB. Therefore, in this

thesis, we proposed as a solution the use of a large number of Pico-eNBs to replace all

Macro-eNBs. Simulation shows that, by replacing one Macro-eNB by 37 Pico-eNBs,

the network TEPB can be reduced by more than 75%.

To take the proposed vision even further, we designed two centralized switch on/off

algorithms (CSA and ECSA) that minimize the TEPB while guaranteeing quality of

service. Both proposed switch on/off algorithms determine which Pico-eNB(s) should

be switched on/off. Because eNB switching on/off algorithms are considered NP-hard,

in this thesis we proposed two implementable heuristic switch on/off algorithms.

The CSA operates by searching for all possible Pico-eNB combinations in the

network to find which Pico-eNBs to switch on/off in order to minimize the network

TEPB. Simulation shows that, by applying the CSA for the same network setup men-

tioned earlier (37 Pico-eNBs), the network TEPB can be reduced even further (85%).

The downside of the CSA is the processing time, as the number of combinations in-

creases for a larger number of Pico-eNBs, therefore increasing the processing time. In

light of this, we proposed a second switch on/off algorithm called ECSA.

The ECSA starts with all Pico-eNBs on and UE in initial locations. The ECSA

then calculates the feasibility of switching off a Pico-eNB. Then, the ECSA switches

off one Pico-eNB at a time until it reaches the steady state network setup, meaning

that no more Pico-eNBs can be switched off for that specific UE distribution. When

the ECSA reaches the steady state network setup, it starts taking snap shots of the

moving UE locations. These change based on the type of UE distribution chosen.
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Finally, the ECSA uses these snap shots of UE locations to decide which Pico-eNB

to switch on/off in order to reduce the TEPB. Similarly to the CSA, the simulations

showed that the ECSA can reduce the TEPB of the network by 90% compared with

the Macro-eNB network mentioned earlier. The drawback of using the ECSA is that

the amount of information required by the centralized algorithm is large, specially

when the number of Pico-eNBs increases.

With the increase in the number of Pico-eNBs in the network, providing high data

rate for high mobility UE becomes an issue. The UE high speed movement causes

an increase in the overhead caused by handing over the UE from one Pico-eNB to

the neighboring Pico-eNB. Furthermore, the UE periodically reports the CQI value

to the serving eNB which means that by the time the value is received and processed

by the eNB, it might become invalid. The latter is due to the change in UE location

and, in return, can change the CQI of the UE based on the new SINR calculated.

Therefore, proper handing over techniques and CQI reporting algorithms need to be

implemented for high mobility UE.

In conclusion, replacing Macro-eNBs with a large number of Pico-eNBs combined

with switch on/off algorithms minimizes the network TEPB. This helps network oper-

ators provide users with the required high data rate while achieving a greener network.

6.1.1 The Road to 5G Networks

With the LTE system deployment and it reaching the theoretical limit over the past

few years, only gradual improvements and small amounts of new spectrum can be

expected with current technologies. Therefore, the industry is looking for new tech-

nologies that will be able to handle the increase in the amount of data in wireless

networks. That new technology is fifth generation (5G).

It is expected that 5G networks, compared to 4G networks, should achieve 1000×

system capacity, 10× spectral efficiency, data rate, energy efficiency and close to
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zero delay [92] [93]. The amount of wireless data is expected to increase from under

3 exabytes (EB) in 2010 to over 190 EB by 2018, and is on track to go over 500 EB

by 2020 [17]. Alongside the huge amount of data, the data rates and number of UE

are expected to grow exponentially.

Network operators are aiming to connect the entire world with a seamless and

ubiquitous communication between anybody, wherever they are, whenever needed

by whatever electronic device desired. Therefore, network operators are working on

designing next generation network architectures with an infrastructure that is able to

support next generation applications and services, i.e., 5G-ready [94].

6.1.1.1 The Proposed Vision in 5G

Because of the huge expected increase in data traffic volume in 5G networks, the

importance of energy efficiency (bits/J) and spectrum efficiency (bps/Hz/km2) will

increase [95]. For the purpose of 5G networks to provide the capacity and spectrum

efficiency expected, a combination of spatial densification and spectrum aggregation

is needed. Spatial densification can be achieved by increasing the number of eNBs in

the network and the number of antennas per eNB [96]. Thus, the proposed vision,

described in Section 4.1, of adding a large number of Pico-eNBs to the system can

help in the spatial densification of the network. Also, the proposed vision can bring

the network closer to the users, which works toward increasing the data rate to meet

the requirements for 5G networks. Furthermore, by using Pico-eNBs, the transmit

power can be significantly reduced and the same frequency can be reused at near loca-

tions, resulting in the improvement of energy and spectrum efficiency simultaneously.

Spectrum aggregation refers to a technique that uses discontinuous frequency bands

to provide a larger amount of spectrum. The useable spectrum may be increased by

aggregating RBs within a given frequency band or in different bands.
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6.1.1.2 The Proposed Metric (TEPB) in 5G

To achieve the demand in 5G for even higher data rate than in 4G networks, it is

imperative that the energy efficiency of 5G networks be improved. 5G relies on a

few techniques to provide greener wireless communication, such as massive MIMO,

device-to-device communication, beam division multiple access (BDMA) and multiple

radio access technologies [97].

The proposed TEPB metric defined in Section 4.1.1 will be a perfect way of

measuring the greening of the network by finding the ratio between the total power

consumption in 5G networks and the number of bits received.

6.1.1.3 The ECSA in 5G

Some changes can be applied to the proposed ECSA in order for it to be applicable

in 5G networks, for example, adding the 5G’s expected close to zero delay as a factor

in the decision making of the switch on/off algorithm. Also, applying spectrum

aggregation for scheduling UE data in the ECSA can increase the data rate of the

network, which will play a big role in the selection of which eNB to switch on/off.

6.2 Future Work

An important aspect of future work is preparing the ECSA to be implemented in the

future 5G networks. This can be done by further evaluating the performance of the

ECSA and reducing the time required by the algorithm to decide which Pico-eNBs

need to be switched on/off. Also, as in this thesis we focus only on the downlink

communication, it would be of interest to include both downlink and uplink commu-

nication jointly in the decision making of the ECSA. Although the results presented

here have demonstrated the effectiveness of the proposed switch on/off algorithm, it

could be further evaluated and improved in a number of ways as discussed in the
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following sections.

6.2.1 Test the ECSA in a Real Network Setup

The power consumption of each Pico-eNB in the ECSA was assumed to be constant.

Therefore, considering more realistic power consumption model for each Pico-eNB

that depends on its utilization (as discussed in Section 2.4), the ECSA can achieve

more accurate results. Thus, the next step to further evaluate the ECSA would be

to test it with real Pico-eNBs. It would be worthwhile to test the ECSA in a real

environment to evaluate how it behaves.

6.2.2 Implement a Distributed Switch On/Off Algorithm

The complexity of the network increases with the addition of a greater number of

Pico-eNBs. The main limitation of the ECSA is the number of Pico-eNBs that can

be included under each EMS/MNS. Converting the ECSA from a centralized into

a distributed switch on/off algorithm can help reduce the processing time necessary

to find which Pico-eNB to switch on/off. With a distributed algorithm, the deci-

sion processing is moved from the EMS/NMS to each Pico-eNB, meaning that each

Pico-eNB collects its own information as well as neighboring Pico-eNBs’ information.

Then, the Pico-eNB decides if it needs to be switched on/off accordingly. Therefore,

the number of Pico-eNBs in the network would not affect the processing time of the

algorithm as much as in the ECSA.

To push the idea of the distributed switch on/off algorithm even further, a dy-

namic distributed switch on/off algorithm can be implemented. This will allow the

switch on/off algorithm to accommodate the fluctuation in UE movement through-

out the day. This means the switch on/off algorithm needs to base its decision on

live UE information: location, number, channel quality for each UE and traffic load
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requirements per UE. Dynamic switch on/off algorithms are very complex, because

processing the network information and adjusting it should be done on the fly. Some

techniques can be implemented to allow the dynamic switch on/off, for example UE

movement prediction, which allows the algorithm to anticipate future UE locations

that a UE might cross [98]. In turn, that helps in calculating the channel quality

(SINR) of the connection between the eNB and the UE connected to it.

The main problem with dynamic switch on/off algorithms is the time needed for

the eNB to switch from off to on mode (which depends on the physical eNB used),

as by the time the eNB is switched on, the UE information has changed and the

algorithm’s decision might be invalid at this point. Therefore, this aspect needs to

be taken into consideration in the dynamic switch on/off algorithm.

6.2.3 Include Backhauling in the Switch On/Off Algorithm

As mentioned in Section 6.1.1, network operators are evolving towards 5G networks.

The spread of small BS architecture is considered a key enabling technique for the

emerging 5G. With the miniaturization of BSs, they can now be installed almost

anywhere, such as on lamp posts, bus stops, billboards and even in manholes, where

existing landline infrastructure is available. Ericsson developed advanced street light-

ing systems that include Ericsson zero sites, which is an implementation of 5G small

BSs [99].

However, the downside of this approach is that, with a larger number of Pico-eNBs,

providing an economical and ubiquitous backhaul connectivity to the core network is

going to be a challenging aspect of the proposed vision, as explained in Section 4.1.3.

For that reason, a proper network planning is needed.

In [100], they provided an overview of different backhaul solutions and challenges

related to backhauling small BS in 5G networks. The current ESCA does not in-

clude the effect of switching on/off Pico-eNBs on the power consumption of the core.
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Including the power consumption of the core in the decision of the switch on/off

algorithm can be another extension to this research.

Implementing a switch on/off algorithm that takes into consideration all elements

of the network in its decision making is an important step towards the transition to

5G networks, especially with dense Pico-eNB networks.

6.2.4 Adding New Pico-eNB When Needed

Even the most stable networks sometimes need the addition of new eNBs to accom-

modate an unexpected failure of one of more eNBs or an increase in demand for

coverage. The ECSA can be used (with a few tweaks) to help network operators plan

where to add new Pico-eNBs as needed. The ECSA can also be evaluated for the

following two cases:

6.2.4.1 New Pico-eNBs in events

Usually in big events, such as stadiums during big sporting events, cellular networks

fail to accommodate the sudden increase in user demand. By adding temporary Pico-

eNBs during these events, it is possible to reduce the connection failure and dropped

calls rate and increase QoS.

6.2.4.2 New Pico-eNBs in emergencies

Many emergency responders continue to have significant challenges to communicate

via radio on a daily basis. This fact becomes more apparent in disasters, for example

floods or earthquakes [101]. With this in mind, Canadian Interoperability Technol-

ogy Interest Group (CITIG) is exploring the possibility of creating 700 MHz LTE in

a box [102]. One of the possible LTE in a box applications is to install a tempo-

rary Pico-eNB in order to create a wireless bubble allowing emergency responders to
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communicate during search and rescue missions. This can be viewed as providing elas-

tic coverage, by combining fixed and transportable Pico-eNBs (including unmanned

aerial vehicle (UAV)-based Pico-eNBs or other mobile Pico-eNBs).



Appendix A

SINR Distribution Calculation Proof

Each eNB transmits a power Ptxi so the power received by a UE is characterized by

a lognormal distribution.

Prx(di) = Ptxicd
−η
i fi (A.1)

fi = 10
ε
10 (A.2)

ln(Prx(di)) = ln(Ptxicd
−η
i ) + ln(fi) (A.3)

Because its a lognormal random variable, then it has zero mean so ε = 0

ln(Prx(di)) = a

[
1

a
ln(Ptxicd

−η
i )

]
(A.4)

If we assume c = 1 then we can calculate the individual mean power received with:

mi =
1

a
ln(Ptxid

−η
i ) (A.5)

From Fenton-Wilkinson method, the total mean of lognormal random variables is:

m = ln

[∑
i

e(mi+
σ2i
2
)

]
− σ2

t

2
(A.6)
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The total mean power received can be calculated with:

am = ln

[∑
i

e(ln(Ptxi )−η ln(di))+
a2σ2i

2
)

]
− a2σ2

t

2
(A.7)

Since Ptxi = Ptx for what ever eNB and considering identical σi = σ:

am = ln(Ptx) +
a2σ2

2
+ ln

(∑
i

e(−η ln(di))
)
− a2σ2

t

2
(A.8)

We can calculate the mean interference power by:

ln(Iint) = ln(Ptx) +
a2σ2

2
+ ln

(∑
i

d−ηi
)
− a2σ2

t

2
(A.9)

From Fenton-Wilkinson method, the total variance of lognormal random variables is:

σ2
t = ln

( ∑
i σ

2
i

(
∑

i E(i))2
+ 1

)
(A.10)

Where:

σ2
i =

(
e2mi+σ

2
i
)
(eσ

2
i − 1) (A.11)

E(j) =
(
emi+

σ2i
2

)
(A.12)

Therefore, the variance of the sum of power received is:

a2σ2
t = ln

( ∑
i a

2σ2

(
∑

i aE(j))2
+ 1

)
(A.13)

a2σ2
t = ln

[∑
i e

(2ami+a
2σ2)(ea
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i e
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2
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(A.14)

Assuming that:

G(d, η) =

∑
i d
−2η
i(∑

i d
−η
i

)2 (A.15)
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Then the total mean interference is:

ln(Iint) = ln(Ptx) + ln
(∑

i

d−ηi
)

+
a2σ2

2
− a2σ2

t

2
(A.16)

Iint = Ptx
∑
i

d−ηi

(
e
a2σ2

2
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2σ2t
2

)
(A.17)

Substituting a2σ2
t = ln(X) equation in here:

Iint = Ptx
∑
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2
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(A.18)
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) (A.22)

The logarithmic mean of the ration between the interference and desired power:

mf =
Iint

Ides
(A.23)

Because Ptx is the same for all eNBs then:

Iint =

∑
i d
−η
i

d−ηi
e
a2σ2

2
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2σ2 − 1) + 1

) 1
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(A.24)

Denoting:

H(d, σ) = ea
2σ2/2

(
G(d, η)(ea

2σ2 − 1) + 1

) 1
2

(A.25)
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and

yf (d, η) =

∑
i d
−η
i

d−η
(A.26)

We get:

mf = yf (d, η)H(d, σ) (A.27)

In dB, we can express it:

mf =
1

a
ln(yf (d, η)H(d, σ)) (A.28)

The standard deviation is given by:

a2s2f = a2σ2
t + a2σ2 (A.29)

Therefore, we get:

a2sf = 2
(
a2σ2 − lnH(d, σ)

)
(A.30)
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[12] H. Hamdoun, P. Loskot, T. OÄôFarrell, and J. He, “Survey and applications of

standardized energy metrics to mobile networks,” annals of telecommunications,

vol. 67, no. 3-4, pp. 113–123, 2012.

[13] I. T. Union, “Guidelines for evaluation of radio interface technologies for IMT-

Advanced,” ITU-R, Tech. Rep. ITU-R M.2135-1, Dec. 2009.

[14] K. Johansson, A. Furuskar, P. Karlsson, and J. Zander, “Relation between

base station characteristics and cost structure in cellular systems,” in Proc.

PIMRC’04, vol. 4, 2004, pp. 2627–2631 Vol.4.

[15] M. Etoh, T. Ohya, and Y. Nakayama, “Energy consumption issues on mobile

network systems,” in Proc. SAINT’08, 2008, pp. 365–368.

[16] Z. Hasan, H. Boostanimehr, and V. Bhargava, “Green cellular networks: A

survey, some research issues and challenges,” IEEE Communications Surveys

Tutorials, vol. 13, no. 4, pp. 524–540, 2011.

[17] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K. Soong,

and J. C. Zhang, “What will 5g be?” IEEE Journal on Selected Areas in

Communications, vol. 32, no. 6, pp. 1065–1082, June 2014.

[18] M. Z. Asghar, S. Hamalainen, and N. Meinke, “Experimental system for self-

optimization of LTE networks,” in Proc. MSWiM’12, ser. PM2HW2N ’12. New

York, NY, USA: ACM, 2012, pp. 91–98.

[19] H. Holma and A. Toskala, LTE for UMTS : Evolution to LTE-Advanced, 2nd ed.

Hoboken, NJ, USA: Wiley, 2010.

[20] 3rd Generation Partnership Project, “Self-configuration of network elements;

concepts and requirements (release 12),” (3GPP), Tech. Rep. TS 32.501 V12.1.0,

Dec. 2013.

[21] ——, “Self-organizing networks (SON) policy network resource model (NRM)

integration reference point (IRP) requirements (release 11),” (3GPP), Tech.

Rep. TS 32.521 V11.1.0, Dec. 2012.



129

[22] ——, “Self-organizing networks (SON); self-healing concepts and requirements

(release 12),” (3GPP), Tech. Rep. TS 32.541 V12.0.0, Oct. 2014.

[23] ——, “3GPP work items on self-organizing networks,” (3GPP), Tech. Rep.

v0.0.9, Sep. 2012.

[24] Z. Niu, Y. Wu, J. Gong, and Z. Yang, “Cell zooming for cost-efficient green

cellular networks,” IEEE Communications Magazine, vol. 48, no. 11, pp. 74–

79, November 2010.

[25]  L. Budzisz, F. Ganji, G. Rizzo, M. A. Marsan, M. Meo, Y. Zhang, G. Koutitas,

L. Tassiulas, S. Lambert, B. Lannoo, M. Pickavet, A. Conte, I. Haratcherev,

and A. Wolisz, “Dynamic resource provisioning for energy efficiency in wireless

access networks: A survey and an outlook,” IEEE Communications Surveys

Tutorials, vol. 16, no. 4, pp. 2259–2285, Fourthquarter 2014.

[26] F. Alaca, A. Sediq, and H. Yanikomeroglu, “A genetic algorithm based cell

switch-off scheme for energy saving in dense cell deployments,” in Proc. GC

Workshops’12, Dec 2012, pp. 63–68.

[27] S. Zhou, J. Gong, Z. Yang, Z. Niu, and P. Yang, “Green mobile access network

with dynamic base station energy saving,” in Proc. ACM Mobicom’09, 2009,

pp. 1–5.

[28] A. Yildiz, T. Girici, and H. Yanikomeroglu, “A pricing based algorithm for

cell switching off in green cellular networks,” in 2013 IEEE 77th Vehicular

Technology Conference (VTC Spring), June 2013, pp. 1–6.

[29] E. Oh, K. Son, and B. Krishnamachari, “Dynamic base station switching-on/off

strategies for green cellular networks,” IEEE Transactions on Wireless Com-

munications, vol. 12, no. 5, pp. 2126–2136, May 2013.

[30] A. Bousia, E. Kartsakli, L. Alonso, and C. Verikoukis, “Dynamic energy efficient

distance-aware base station switch on/off scheme for lte-advanced,” in 2012

IEEE Global Communications Conference (GLOBECOM), Dec 2012, pp. 1532–

1537.

[31] A. S. Alam, L. S. Dooley, and A. S. Poulton, “Traffic-and-interference aware

base station switching for green cellular networks,” in Proc. CAMAD’13, Sept

2013, pp. 63–67.



130

[32] W. G. Siyi Wang, “Energy and cost implications of a traffic aware and quality-

of-service constrained sleep mode mechanism,” IET Communications, vol. 7,

pp. 2092–2101(9), December 2013.

[33] M. A. Marsan, L. Chiaraviglio, D. Ciullo, and M. Meo, “Switch-off transients

in cellular access networks with sleep modes,” in Proc. ICC’11, June 2011, pp.

1–6.

[34] J. Lorincz, A. Capone, and D. Begusic, “Impact of service rates and base

station switching granularity on energy consumption of cellular networks,”

EURASIP Journal on Wireless Communications and Networking, vol. 2012,

no. 1, 2012. [Online]. Available: http://dx.doi.org/10.1186/1687-1499-2012-342

[35] J. Gong, S. Zhou, Z. Niu, and P. Yang, “Traffic-aware base station sleeping in

dense cellular networks,” in Proc. IWQoS’10, June 2010, pp. 1–2.

[36] K. C. Tun and K. Kunavut, “An overview of cell zooming algorithms and power

saving capabilities in wireless networks,” KMUTNB: International Journal of

Applied Science and Technology, vol. 7, pp. 1–13, 2014.

[37] S. Kokkinogenis and G. Koutitas, “Dynamic and static base station manage-

ment schemes for cellular networks,” in 2012 IEEE Global Communications

Conference (GLOBECOM), Dec 2012, pp. 3443–3448.

[38] D. G. G, H. Yanikomeroglu, M. Garcia-Lozano, and S. R. Boqué, “A novel
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